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Tuesday, July 29, 2025 

8:15 am Registration 

8:45 am Opening and Welcome 

9:00 am 
Plenary 
talk 

I. Pagonabarraga
Emergent Order and Non-Reciprocal 
Interactions in Active Matter: From 
Synchronization to Phase Separation 

1 Active matter and collective dynamics 
R. Yamamoto,
J. Simmchen

10:00 am S. Schnyder Epidemics with Altruism 

10.30 am K. Henze
Broadening fuel options for spherical Janus  
microswimmer and their impact on the 
swimming behavior 

11:00 am Coffee Break/Discussion 

11:30 am S. Tanaka Droplet robots composed of self-propelled  
droplets on the surface of aqueous solutions 

11:45 am N. Suematsu Synchronization of Chemical Oscillatory 
Reaction in Active Droplets 

12:00 pm A. Gamez Collective Motion in Microswimmers:  
Synchronisation and Flocking 

12:15 pm H. Noguchi Spatiotemporal patterns in active Potts models 

12:30 pm Lunch 

Open topics 

2:00 pm J. Simmchen How smart does a material have to be to mimic 
biological behaviours? 

2:15 pm H. Kitahata Diffusiophoretic Motion coupled with Droplet 
Shape 

2:30 pm I. Azizi Active Fluids with Long-Range Interactions 

2:45 pm I. Kawamata
Engineering DNA Chemical Reaction Network 
for Autonomous Assembly and Disassembly of 
Active Matter 

3:00 pm Y. Kato Bayesian comparison of Langevin models from 
single tracking datasets of cell motility 

3:15 pm T. Sukegawa
Numerical Analysis for Controlling 
Synchronization Transition of Chemo-
Mechanical Oscillating Gels 



3:30 pm T. de Jong Harnessing any Kuramoto-like oscillator 
network as computational resource 

3:45 pm L. Negrojevic Adaptive maze solving by frozen fronts 
4 pm Coffee Break/Discussion 

2 Cell motility and microswimmers C. Beta, H. Stark 

4:30 pm A. Lindner From individual trajectories to collective motion 
in suspensions of E-coli bacteria 

5:00 pm S. Karpitschka From Gliding Motility to Collective Swimming: 
The Many Talents of Filamentous Cyanobacteria

5:30 pm R. Großmann Deciphering the motility pattern and dual  
chemotaxis strategy of bacteria in porous media 

5:45 pm B. Nakayama Fluctuation-driven Propulsion in a Self-
produced Viscosity Gradient 

6:00 pm H. Stark Modeling microorganisms: Escherichia coli and 
Trypanosoma brucei 

 

  



Wednesday, July 30, 2025 

6 
Chemical/biological information 
processing 

T. Kobayashi,  
D. Loutchko 

9:00 am T. Kobayashi Controlling Biological Reaction Networks 

9:30 am M. Liero 
Generalized gradient systems for  
thermodynamically consistent modeling  
including temperature coupling 

10:00 am S. Toyabe Kinetic proofreading and higher-order  
replication inherited in templated ligation 

10:30 am G. Rotskoff Designing Nonequilibrium Assemblies with  
Reinforcement Learning and Optimal Transport 

11:00 am Coffee Break/Discussion 

11:30 am  Poster Session 

12:30 pm Lunch 

7 Fluctuations and nano-scale dynamics 
K. Takeuchi,  
H. Flechsig 

2:00 pm S. Tani Dynamics of surface morphology driven by  
ultrashort laser pulses 

2:30 pm N. Akutsu 

Partial Breakdown of the Kolmogorov-Johnson-
Mehl-Avrami Theory in a Two-Dimensional 
Poly-Nuclear Process on the Kardar-Parisi-
Zhang Kinetic Rough (001) Surface During 
Steady Crystal Growth 

2:45 pm E. Tjhung Exact Results in Stochastic Processes with 
Division, Death, and Diffusion 

3:00 pm M. Shibata 
Single-molecule Imaging of 12meric CaMKII 
Holoenzyme by High-speed Atomic Force 
Microscopy 

3:30 pm S. Shinkai Fluctuation of the 3D Genome from Modeling 
and Experiments 

4:00 pm Coffee Break/Discussion 

4:30 pm 
Plenary 
talk 

A. E. Motter Converse Symmetry Breaking 

5:30 pm  
Get-together 
with discussions, snacks and finger food 



Thursday, July 31, 2025 

5 
Pattern formation and biological self- 
organization 

M. Falcke, H. Kitahata 

9:00 am M. Sano 
From cell motility to collective behavior around 
topological defects: a bottom-up approach to  
decrypting tissue dynamics 

9:30 am T. Nakagaki Behavioral Patterns of Protists in Relatively 
Complex Experimental Environments 

10:00 am M. Eberhard The universal speed-persistence relation of cells 
moving on 1D fibronectin lanes is biphasic 

10:15 am A. Gholami Curved Boundaries Drive Large-Scale  
Rotational Motion in Algal Bioconvection 

10:30 am K. Takeuchi Smectic-like bundle formation of planktonic  
bacteria upon nutrient starvation 

10:45 am R. Muolo Theory of Turing patterns on discrete 
topologies: from networks to hypergraphs 

11:00 am Coffee Break/Discussion 

11:30 am  Poster Session 

12:30 pm Lunch 

4 Oscillation and synchronization 
I. Z. Kiss, K. Krischer,  
H. Kori  

2:00 pm A. Yochelis 
Rogue-like Waves in a Reaction-Diffusion  
System: Stochastic Output from Deterministic 
Dynamics 

2:30 pm Y. Murakami 
Si Electrodissolution as a Model System for  
Collective Oscillatory Behavior: Theory and  
Experiment 

2:45 pm A. Ozawa 
Understanding and Controlling Oscillatory  
Patterns in Reaction-Diffusion Systems with  
Delay by Developing Phase Reduction Method 

3:00 pm O. Omel'chenko Inverse problems related to pattern formation on 
coupled oscillator networks 

3:30 pm A. Takamatsu 
Multiple oscillation frequencies in slime mold 
transportation networks and its relation to  
chimera states 

3:45 pm I. Z. Kiss Bistability between synchronization states at 
strong coupling due to higher order interactions 

4:00 pm  Group picture 



4:20 pm 
Special 
talk 

Y. Kuramoto Some recollections from my past works 

5:30 pm  Conference dinner (details will be announced later) 

 

  



Friday, August 1, 2025 

3 Control and design of self-organization J-S. Li, H. Nakao,  
R. Muolo           

9:00 am V. Narayanan Curvature Analysis for Inferring Nonlinear  
Dynamics: Applications in Reconstructing 

9:30 am A. Bigaj Instabilities of a bimolecular reaction driven by 
buoyant flows 

9:45 am H. Ninomiya Turing instability in reaction-diffusion systems 
with equal diffusion coefficients 

10:15 am K. Krischer Hierarchies of Cluster States in Ensembles of 
Coupled Oscillators 

10:30 am D. Proverbio 
Self-organization of optimal network formation: 
emerging capabilities of Physarum  
polycephalum 

11:00 am Coffee Break/Discussion 

 Open topics 

11:30 am Y. Ye 
Optically and Electrically Driven Active  
Colloids in Liquid Crystals 
(Invited talk of Symposium 1) 

12:00 pm N. Namura 
Numerical simulations of hexapod gait patterns 
by a CPG network composed of oscillatory 
chemical systems 

12:15 pm Y. Mitsui Synchronization-induced Taylor’s law in  
coupled periodic and chaotic oscillators 

12:30 pm Lunch 

2:00 pm M. Tarama Synchronization mechanism of elevators and its 
control 

2:15 pm A. Matsuki Network inference from synchronous oscillatory 
signals based on the circle map 

2:30 pm M. Falcke 
Spike generation as first passage process:  
Stochastic model of IP3-induced Ca2+ spiking 
of HEK293 cells 

2:45 pm S. Guido The effect of mechanical stress on pattern  
formation in cell spheroids 

3:00 pm 
Plenary 
talk 

A. De Wit 
Self-organised patterns in reaction-diffusion- 
advection systems 

4:00 pm Closing remarks 

 



Name Symposium Talk  Day Page 
      
I. Pagonabarraga Plenary talk 1 Tue 1 
A. E. Motter Plenary talk 2 Wed 2 
A. De Wit Plenary talk 3 Fri 3 
Y. Kuramoto Special talk Thu  4 
S. Schnyder 1 - Active matter 

and collective 
dynamics 

1 Invited talk Tue  5 
K. Henze 2 Invited talk Tue  6 
S. Tanaka 3 Contributed talk Tue  7 
N. Suematsu  4 Contributed talk Tue  8 
A. Gamez  5 Contributed talk Tue 9 
H. Noguchi  6 Contributed talk Tue 10 
A. Lindner 2 - Cell motility 

and micro-
swimmers 

15 Invited talk Tue  11 
S. Karpitschka 16 Invited talk Tue  12 
R. Großmann 17 Contributed talk Tue  13 
B. Nakayama 18 Contributed talk Tue 14 
H. Stark 19 Organizer Tue 15 
V. Narayanan 3 - Control and 

design of self-
organization 

42 Invited talk Fri  16 
A. Bigaj 43 Contributed talk Fri  17 
H. Ninomiya 44 Invited talk Fri 18 
K. Krischer 45 Contributed talk Fri 19 
D. Proverbio 46 Invited talk Fri  20 
A. Yochelis 4 - Oscillation 

and synchro-
nization 

36 Invited talk Thu  21 
Y. Murakami 37 Contributed talk Thu 22 
A. Ozawa 38 Contributed talk Thu 23 
O. Omel'chenko 39 Invited talk Thu 24 
A. Takamatsu 40 Contributed talk Thu 25 
I. Z. Kiss 41 Contributed talk Thu 26 
M. Sano 5 - Pattern 

formation and 
biological self- 
organization 

13 Invited talk Thu 27 
T. Nakagaki 14 Invited talk Thu 28 
M. Eberhard 15 Contributed talk Thu 29 
A. Gholami 16 Contributed talk Thu 30 
K. Takeuchi 17 Contributed talk Thu 31 
R. Muolo 18 Contributed talk Thu 32 
T. Kobayashi 6 -Chemical/ 

biological 
information 
processing 

20 Organizer Wed 33 
M. Liero 21 Invited talk Wed 34 
S. Toyabe 22 Invited talk Wed 35 
G. Rotskoff 23 Invited talk Wed 36 
S. Tani 7 - Fluctuations 

and nano-scale 
dynamics 

25 Invited talk Wed 37 
N. Akutsu 26 Contributed talk Wed 38 
E. Tjhung 27 Contributed talk Wed 39 
M. Shibata 28 Invited talk Wed 40 
S. Shinkai  29 Invited talk Wed 41 
J. Simmchen Open topics 1 7 Contributed talk Tue  42 
H. Kitahata 8 Contributed talk Tue  43 
I. Azizi 9 Contributed talk Tue 44 
I. Kawamata 10 Contributed talk Tue 45 
Y. Kato 11 Contributed talk Tue 46 
T. Sukegawa 12 Contributed talk Tue 47 
T. de Jong 13 Contributed talk Tue  48 
L. Negrojevic 14 Contributed talk Tue 49 
      



Y. Ye Open topics 2 47 Invited talk of 
symposium 1 

Fri  50 

N. Namura 48 Contributed talk Fri  51 
Y. Mitsui 49 Contributed talk Fri 52 
M. Tarama 50 Contributed talk Fri 53 
A. Matsuki 51 Contributed talk Fri 54 
M. Falcke 52 Contributed talk Fri  55 
S. Guido 53 Contributed talk Fri  56 
Y. Yanagisawa Poster Session 1 P1 Poster Wed 57 
M. Shimokawa P2 Poster Wed 58 
T. Arai P3 Poster Wed 59 
H. Kaji P4 Poster Wed 60 
S. Kuroiwa P5 Poster Wed 61 
H. Sakaguchi P6 Poster Wed 62 
A. Mohiuddin P7 Poster Wed 63 
M. Nakamura P8 Poster Wed 64 
O. M. E. Ounissi P9 Poster Wed 65 
E. Watanabe P10 Poster Wed 66 
C. W. Chan P11 Poster Wed 67 
Y. Gao P12 Poster Wed 68 
S. Ohmori P13 Poster Wed 69 
I. Oshima P14 Poster Wed 70 
H. Ishii P15 Poster Wed 71 
M. Hayakawa P16 Poster Wed 72 
S. Yin P17 Poster Wed 73 
H. Nakano P18 Poster Wed 74 
M. Smart P19 Poster Wed 75 
S. Tanaka Poster Session 2 P20 Poster Thu  76 
K. Takagi P21 Poster Thu 77 
Y. Takagi P22 Poster Thu 78 
T. Nakamura P23 Poster Thu 79 
Y. Tateyama P24 Poster Thu 80 
S. Nakamura P25 Poster Thu 81 
I. Nur P26 Poster Thu 82 
M. Choi P27 Poster Thu 83 
Y. Koyano P28 Poster Thu 84 
Y. Uchida P29 Poster Thu 85 
T. Yoneda P30 Poster Thu 86 
M. Nakata P31 Poster Thu 87 
K. Taga P32 Poster Thu 88 
S. Ito P33 Poster Thu 89 
T. Ohmura P34 Poster Thu 90 
K. Sugie P35 Poster Thu 91 
K. Kubota P36 Poster Thu 92 
R. Wiebe P37 Poster Thu 93 
T. Das  P38 Poster Thu 94 

 

 

 



P 
L 
E 
N 
A 
R 
Y 

T 
A 
L 
K 

Emergent Order and Non-Reciprocal Interactions in Active 
Matter: FromSynchronization to Phase Separation 
Ignacio Pagonabarraga 

Department of Fundamental Physics at the University of Barcelona 

Active matter consists of self-driven units that continuously dissipate energy to 
generate motion and internal stresses, giving rise to rich collective behavior far 
from equilibrium. Capturing this behavior requires a physicochemical 
framework that integrates self-propulsion, alignment interactions, and the 
coupled transport of momentum, orientation, and density. 
I will present minimal models of aligning active particles inspired by 
Kuramoto-type interactions. These systems exhibit orientational ordering and 
reveal how activity modifies classical transitions such as the Kosterlitz-
Thouless transition. In particular, I will show that motility can stabilize long-
range order in systems with XY symmetry and qualitatively alter the dynamics 
of topological defects, leading to broken reciprocity and long-range 
correlations. I will also explore how passive inclusions embedded in an active 
fluid interact through stress-mediated, non-reciprocal forces and influence the 
global organization of the medium. Altogether, these results uncover key 
mechanisms by which self-propulsion, alignment, and dynamic symmetry 
breaking govern emergent structure and phase behavior in active materials. 
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Converse Symmetry Breaking 
Adilson E. Motter 

Center for Network Dynamics and Department of Physics & Astronomy 
Northwestern University, Evanston, Illinois, USA 

Symmetry breaking, where a system's symmetry is not inherited by its stable 
states, drives numerous effects in physics. This talk will discuss converse 
symmetry breaking, a striking emergent phenomenon where stable states can be 
symmetric only when the system itself is not. Through theoretical predictions 
and experimental demonstrations, I will illustrate its relevance and applications 
to diverse network problems. Additionally, I will discuss how this phenomenon 
challenges conventional assumptions, revealing that behavioral homogeneity 
often necessitates underlying system heterogeneities. Ultimately, I hope to 
convey that our study of network systems not only builds on statistical and 
nonlinear physics but also contributes to foundational discoveries in these 
fields. 
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Self-organised patterns in reaction-diffusion-advection 
systems 
Anne De Wit 

Nonlinear Physical Chemistry Unit, Université libre de Bruxelles, Brussels, Belgium 

The interplay between autocatalytic reactions and diffusion can lead to self-
organised reaction-diffusion (RD) patterns such as traveling fronts, waves, and 
Turing patterns. In my talk, I will review how injection of a solution of one 
reactant of such systems into another reactant can produce new patterns. 

Specifically, the presence of radial advection will be shown both theoretically 
and experimentally to be able to freeze autocatalytic fronts at a given radius 
when the reactant is injected into a solution of the autocatalyst [1]. In presence 
of a diffusive instability of such RD fronts, these frozen fronts can evolve into 
sun-like shaped structures [2]. 

In the case of a precipitation reaction, the presence of radial advection can 
induce the self-organisation of the precipitate along phyllotactic patterns [3], 
similar to those observed in botany [4] or dynamical physical systems [5]. I will 
discuss how radial advection can also influence Turing patterns [3]. 

Eventually, I will address the case of saddle flows and show how they can force 
traveling waves to self-organise into wave packets [6]. 

These various examples will evidence how flows can interplay with the self- 
organising power of nonlinear chemical systems to produce new spatio-
temporal dynamics. 

1. L. Negrojević, A. Comolli, F. Brau, A. De Wit, Phys. Rev. Research 6,
L042044 (2024).
2. S. Maharana, L. Negrojevic, A. Comolli, A. De Wit, submitted.
3. G. Facchini, M. Budroni, G. Schuszter, F. Brau, A. De Wit, submitted.
4. R.V. Jean, Phyllotaxis: A Systemic Study in Plant Morphogenesis
(Cambridge University Press, Cambridge, 1994).
5. S. Douady, Y. Couder, Phys. Rev. Lett. 68, 2098 (1992).
6. S. Izumoto, D.M. Escala, J. Heyman, T. Le Borgne, A. De Wit, Phys. Rev.
Lett., 133, 218001 (2024).
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Some recollections from my past works 
Yoshiki Kuramoto 

Department of Physics, Kyoto University 

Regarding some of the works I accomplished in the past, anecdotal stories on 
how they came to fruition will be presented. 
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Epidemics with Altruism
Mark P. Lynch 1, Simon K. Schnyder 2, John J. Molina 3, Ryoichi Yamamoto 3, Matthew
S. Turner 4,5

1Mathematics of Systems CDT, University of Warwick, Coventry, UK.
2Institute of Industrial Science, The University of Tokyo, Tokyo, Japan.
3Department of Chemical Engineering, Kyoto University, Kyoto, Japan.
4Department of Physics, University of Warwick, Coventry, UK.
5Institute for Global Pandemic Planning, University of Warwick, Coventry, UK.

Behaviour affects the spread of infectious diseases. Earlier, we studied self-organised social
distancing among purely self-interested individuals during an epidemic using game theory [1].
There, we leveraged an analytic solution for behaviour and corresponding disease dynamics
to derive a simple relationship between rational social distancing behaviour and the current
number of infections as well as the cost of infection. While higher infection costs lead to
stronger social distancing, a population of completely self-interested individuals would not
tend to social distance strongly enough to avoid herd immunity.
The quarantining of infected individuals can significantly reduce the spread of most diseases
but epidemiologists typically assume that such quarantining requires external enforcement,
e.g. by government. However, individuals likely possess at least some degree of altruism and
may be motivated to protect others by voluntarily self-quarantining when infected. Despite
this possibility, research on how altruism influences individual behaviour during epidemics
remains limited.
Here, we demonstrate that even extremely weakly altruistic individuals, who prioritise their
own interests far above those of others, may spontaneously choose to self-quarantine when
infected. This voluntary behaviour can reduce disease transmission strongly enough to avoid
herd immunity through infection. The disease suppression via self-quarantine can remain ef-
fective despite moderate rates of asymptomatic cases or the presence of entirely self-interested
individuals. Although our findings derive from complex optimisation calculations, the ob-
served behaviour could have developed as a straightforward evolutionary strategy.

1. S. K. Schnyder, J. J. Molina, R. Yamamoto, and Matthew S. Turner, PNAS 122,
e2409362122 (2025).

Symposium 1: Active matter and collective dynamics 

Ryoichi Yamamoto, Juliane Simmchen 
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Broadening fuel options for spherical Janus microswimmer and their impact on
the swimming behavior
Kelly Henze 1, Zuyao Xiao 1, Khalifa Mohamed 2, Juliane Simmchen 2

1Freigeist group, Physical Chemistry TU Dresden, Zellescher Weg 19, 01062 Dresden, DE
2Pure and Applied Chemistry, University of Strathclyde, Glasgow G1 1BX, UK

Janus particles play an essential role in the field of active matter, particularly as microswim-
mers. The most popular propulsion mechanism relies on the catalytic decomposition of
hydrogen peroxide. However, expanding the range of available fuels is essential for enhanc-
ing biocompatibility, reducing toxicity, and improving efficiency, especially for environmental
and medical applications. This talk will focus on halogen-based propulsion mechanisms in
Janus microswimmers, focusing on a redox-driven approach using bromine and iodine as fuel
sources.[1,2] By analyzing the swimming behavior of spherical Cu@SiO2 microswimmers, we
compare their motion to the highly studied hydrogen peroxide-driven systems. Our findings
reveal distinct differences in propulsion efficiency and velocity trends, highlighting the in-
fluence of redox product solubility on microswimmer dynamics. Furthermore, the talk will
show a fundamental reorientation effect after the microswimmer activation with the differ-
ent fuels, revealing a fundamental influence across the broad of microswimmer systems.[3] By
investigating alternative fuels and their impact on microswimmer behavior, we contribute
to the development of new application fields and a deeper understanding of active particle
dynamics.

1. K. Henze , Z. Xiao et al., Chem. Commun.,(2025).
2. R. Liu, A. Sen, J. Am. Chem. Soc.,(2025). 133, 50, (2011).
3. J. Simmchen, J. Katuri et al., Nat. Commun., 7, 10598 (2016).
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Droplet robots composed of self-propelled droplets on the surface of aqueous
solutions
Shinpei Tanaka 1, Rony Mallick 1, Chiho Watanabe 2

1Graduate School of Advanced Science and Engineering, Hiroshima University, Higashi-
Hiroshima, Japan.
2Graduate School of Integrated Sciences for life, Hiroshima University, Higashi-Hiroshima,
Japan.

It is well-known that active particles exhibit variety of motion patterns, including intermit-
tent oscillation, orbitting motion, or predator-prey chasing [1]. One of the next steps in
this research field is to create functions out of motion patterns of active particles. In this
presentation, we show the possibility to design robot composed of macroscopic droplets self-
propelled on the surface of aqueous solutions [2].

Figure 1 shows examples of our droplet robots. Blue droplets in the figure are compos-
ite droplets made of 1-decanol and polydimethylsiloxane (PDMS). Dissolution of 1-decanol
molecules changes the surrounding surface tension. PDMS controls the dissolution rate
to give the robots stability. Red droplets are made of ethylsalicylate (ES), which absorb
1-decanol. These droplets generate an inhomogeneous surface tension field around them,
driving their motion.

Interestingly, we found that the configuration of droplets determines their functions. When
a robot has a front-back asymmetry, that is, it has a head in which direction it moves as
shown in Fig. 1(a), the motion pattern becomes rather linear. On the other hand, when a
robot does not have such broken symmetry as shown in Fig. 1(b), it moves randomly. The
broken symmetry can be built-in in the configuration of a robot, or it appears as a result of
self-propulsion.

By analogy to biology, the robot shown in Fig. 1(a) can be considered a bilaterian, well-
suited for directed movement toward a target. The robot shown in Fig. 1(b), on the other
hand, is a radiata, which excels in search and exploration. Therefore, their functions arise
from their respective body plans. In the presentation, we aim to demonstrate and discuss
the design of droplet robots and the realization of their functions in a broader context.

(a) (b)

Figure 1: Droplet robots. (a) Two active droplets (blue) push a passive one (red). The cluster
exhibits back-and-forth motion. (b) Four active droplets encircle a passive one. They move
randomly together.

1. C. Watanabe, S. Tanaka, R. J. G. Löffler, M. M. Hanczyc and J. Górecki, Soft Matter,
18, 6465-6474, (2022)
2. R. Mallick, C. Watanabe, and S. Tanaka, Phys. Chem. Chem. Phys., accepted.
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Synchronization of Chemical Oscillatory Reaction in Active Droplets
Nobuhiko J. Suematsu 1,2

1Graduate School of Advanced Mathematical Sciences, Meiji University, Tokyo, Japan
2Meiji Institute for Advanced Study of Mathematical Sciences (MIMS), Meiji University,
Tokyo, Japan

Synchronization of oscillators is a phenomenon commonly observed in nature. In biological
systems, synchronization creates essential functionalities; for instance, the beating heart
relies on the synchronized oscillations of nearby cells. Similar behaviors are found in chemical
oscillatory reactions. One well-known example is the Belousov-Zhabotinsky (BZ) reaction,
where the synchronization of oscillations can be easily seen in reactions occurring within
beads or droplets [1]. The distance between these beads or droplets typically influences the
coupling strength. Therefore, when the droplets move spontaneously and exhibit collective
motion, the coupling strength can change dynamically over time.
Recently, self-propelled aqueous droplets have been reported to move within an oil phase
containing surfactants [2]. In our study, we demonstrated self-propelled BZ droplets and
observed the synchronization of the chemical oscillators. The droplets spontaneously formed
clusters, leading to in-phase synchronization within these clusters. These behaviors can be
explained by the attractive coupling mediated by the activator HBrO2 [1]. In contrast, the
repulsive interaction through Br2 appears negligible due to the interfacial chemical reaction
with the surfactant, which generates a driving force for the self-propelled motion.
Our system provides a straightforward experimental platform for the swarmalator model
[3, 4] and could eventually allow the reproducibility of swarmalator behavior in real-world
systems.

1. M. M. Norton, N. Tompkins, B. Blanc, M. C. Cambria, J. Held, and S. Fraden, Phys.
Rev. Lett. 123, 148301 (2019).
2. N. J. Suematsu, Y. Mori, T. Amemiya, and S. Nakata, J. Phys. Chem. Lett. 12, 7526
(2021).
3. D. Tanaka, Phys. Rev. Lett. 99, 134103 (2007).
4. G. K. Sar and D. Ghosh, Europhys. Lett. 139, 53001 (2022).
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Collective Motion in Microswimmers: Synchronisation and Flocking
Antonio J. Gamez 1, Hiroshi Kori 2

1Department of Mechanical Engineering and Industrial Design, School of Engineering, Uni-
versity of Cadiz, Spain
2Department of Complexity Science and Engineering, Graduate School of Frontier Sciences,
The University of Tokyo, Japan

The collective motion of microswimmers, such as bacteria, active colloids, and motile cells,
emerges from their local interactions and self-propulsion [1]. These systems exhibit rich
dynamical behaviours, including clustering, swarming, and spontaneous pattern formation,
often governed solely by hydrodynamic interactions [2, 3]. Understanding the fundamental
mechanisms behind these emergent phenomena is essential for both theoretical modelling and
practical applications. However, active matter models are typically complex, and simulations
can be computationally expensive, even for a small number of individuals [4]. Furthermore,
few models in the literature simultaneously address synchronisation and flocking, and most
are phenomenological in nature [5].
In this work, we propose a simple yet realistic model of microswimmers characterised by
two intrinsic variables in addition to their position and velocity: their natural swimming
frequency and alignment. By systematically varying these parameters, we explore the emer-
gence of different collective states, such as synchronisation and flocking, and identify the
conditions under which they arise [6, 7]. We analyse how these behaviours depend on the key
parameters of the system and discuss their implications for understanding self-organisation
in active matter. Finally, we outline possible directions for extending this model to incorpo-
rate external hydrodynamic interactions [8].

1. Koch, D. and Subramanian, G. Collective Hydrodynamics of Swimming Microorganisms:
Living Fluids. Annual Review of Fluid Mechanics. 43. 637-659 (2011).
2. Marchetti, M. C., Joanny, J. F., Ramaswamy, S., Liverpool, T. B., Prost, J., Rao, M. and
Simha, R. A. Hydrodynamics of soft active matter. Reviews of Modern Physics, 85, 1143
(2013).
3. Uchida N. and Golestanian R. Hydrodynamic synchronization between objects with cyclic
rigid trajectories. The European Physical Journal E, 35(12):9813 (2012).
4. Shaebani, M.R., Wysocki, A., Winkler, R.G., Gompper, G. and Rieger, H. Computational
models for active matter. Nature Reviews Physics 2, 181–199 (2020).
5. O’Keeffe, K.P., Hong, H. and Strogatz, S.H. Oscillators that sync and swarm. Nature
Communications 8, 1504 (2017).
6. Vicsek, T. and Zafeiris, A. Collective motion. Physics Reports, 517(3-4), 71-140 (2012).
7. Pikovsky, A., Rosenblum, M. and Kurths, J. Synchronization. A Universal Concept in
Nonlinear Sciences. Cambridge University Press, Cambridge (2001).
8. Menzel, A. M. Tuned, driven, and active soft matter. Physics Reports, 554, 1-45 (2015).
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Spatiotemporal patterns in active Potts models 
Hiroshi Noguchi 

Institute for Solid State Physics, University of Tokyo, Kashiwa, Chiba, Japan 

We studied the effects of thermal fluctuations using MC simulations of active Potts 
models with three [1-3] or four states [4]. It is a model system for chemical reactions 
on a catalytic surface or molecular transport through a membrane.  
In a cyclically symmetric condition of three states, the homogeneous dominant states 

cyclically change via nucleation and growth at low cycling energy. In contrast, spiral 
waves are formed at high energy. The waves are generated from the contacts of three 
states. In medium cycling energies, these two modes temporally coexist. This 
transition can be understood from the competition between nucleation and growth of 
different states [1]. Biphasic domains can ballistically move in asymmetric conditions 
[2,3]. For the Potts model of four states, the spatial coexistence of two diagonal 
phases also occurs [4]. 

Fig. 1: sequential snapshots of three-state Potts model [1]. (a) Homogeneous cycling 
mode at low cycling energy. (b) Spiral wave mode at high cycling energy.  

1. H. Noguchi, F. van Wijland, and J.-B. Fournier, J. Chem. Phys. 161, 025101

(2024). 

2. H. Noguchi and J.-B. Fournier, New J. Phys. 26, 093043 (2024).

3. H. Noguchi, Soft Matter 21, 1113 (2025).

4. H. Noguchi, Sci. Rep. 15, 674 (2025).
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From individual trajectories to collective motion in suspensions of E-coli bacteria 
Anke Lindner1 
1PMMH-ESPCI, Paris, France 

Active fluids consist of self-propelled particles (as bacteria or artificial 
microswimmers) and display properties that differ strongly from their passive 
counterparts. Unique physical phenomena, as enhanced Brownian diffusivity, 
viscosity reduction, active transport and mixing or the extraction of work from chaotic 
motion, result from the activity of the particles, locally injecting energy into the 
system. The presence of living and cooperative species may also induce collective 
motion and organization at the mesoscopic or macroscopic level impacting the 
constitutive relationships in the semi-dilute or dense regimes. 

Individual bacteria transported in viscous flows show complex interactions with flows 
and bounding surfaces resulting from their complex shape as well as their activity. 
Understanding these transport dynamics is crucial, as they impact soil contamination, 
transport in biological conducts or catheters, and constitute thus a serious health 
thread. Here we investigate the trajectories of individual E-coli bacteria in confined 
and complex geometries with and without flow, using microfluidic model systems in 
combination with a novel Langrangian 3D tracking method. Combining experimental 
observations and modelling we elucidate the origin of upstream swimming, lateral 
drift, persistent transport along edges as well as bacteria accumulation in specific 
geometries.  

Increasing bacteria concentrations collective motion emerges, where typical 
lengthscales can be identified in the velocity correlations. Using PIV measurements, 
we characterize the emerging vortex like structures as a function of confinement and 
we discuss how the corresponding lengthscale can be controlled though bounding 
walls or flows.   

The understanding gained can be, for example, used to control bacteria transport in 
complex geometries or shed light on the role of emergent mescoscopic structures on 
the macroscopic properties of active suspensions.   



From Gliding Motility to Collective Swimming: The Many Talents of Filamen-
tous Cyanobacteria
Maximilian Kurjahn 1, Antaran Deka 1, Franziska Papenfuß 1, Stefan Karpitschka 1,2

1Department of Complex Fluids, Max Planck Institute for Dynamics and Self-Organization,
Göttingen, Germany
2Department of Physics, University of Konstanz, Germany

Filamentous cyanobacteria are one of the oldest and today still most abundant lifeforms on
Earth, with manifold implications in ecology and economics. Individual filaments are flexi-
ble, often several hundred cells long, and exhibit longitudinal gliding motility in contact with
solid surfaces or other filaments. The direction of motion is subject to reversals which may
be induced by various stimuli, most notably light gradients. The combination of large shape
anisotropy, motility, and responsive behavior enables ensembles of filaments to contract into
macroscopic, highly entangled colonies which perform collective motion and respond to en-
vironmental conditions. It is generally believed that their evolutionary success arises from
these traits [1], but neither the physical mechanism behind gliding motility, nor the prin-
ciples of their active aggregation and self-organization are currently understood. In this
talk I will present our current research on this system, starting from a quantification of the
gliding forces by analyzing self-buckling instabilities of individual filaments [2]. This enables
quantitative simulations of ensembles of filaments [3], subject to stochastic and responsive
reversals. Comparing simulations to experimental results on aggregation and alignment in
response to illumination patterns [4], we elucidate principles that enable the bacteria to per-
form collective mechanical actions and govern the morphogenesis of cyanobacterial colonies.

Figure 1: Filamentous Cyanobacteria: From individual filaments to collective self-
organization. a, Small part of a filament of the species Kamptonema animale. b, Self-
buckling instabilities of filaments gliding onto obstacles can be used to quantify gliding
forces. c, “Cyanograph”: Filaments preferentially populate bright regions, the superim-
posed, self-organized aggregation leaves the impression of a brush stroke.

1. B. A. Whitton (ed.), Ecology of Cyanobacteria II (Springer Netherlands, 2012)
2. M. Kurjahn et al., eLife, 12, RP87450 (2024).
3. L. Abbaspour et al., Physical Review Research, 5, 013171 (2023).
4. M. Kurjahn et al., Nature Communications, 15, 9122 (2024).
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Deciphering the motility pattern and dual chemotaxis strategy of bacteria in
porous media
R. Großmann 1, A. Datta 1, S. Beier 1, V. Pfeifer 1 and C. Beta 1, 2

1Institute of Physics and Astronomy, University of Potsdam, Germany
2Nano Life Science Institute (WPI-NanoLSI), Kanazawa University, Japan

Understanding the fundamental principles governing bacterial motility and navigation is key
to comprehend important phenomena, such as infectious disease transmission and biofilm
formation. A prime challenge of swimming bacteria is to navigate in their habitat pur-
posefully and efficiently, e.g., in the soil, which is a complex, structured environment. In
this talk, we address the interrelation of bacterial navigation at the microscale and their
large-scale spreading in heterogeneous environments considering both, undirected motion in
a porous medium as well as biased motion in chemical gradients. We combine experiments,
using the soil bacterium Pseudomonas putida as a model organism, and active particle mod-
eling [1]. First, we examine how the disordered environment (agar) alters the run-and-turn
motility patterns of these bacteria known from bulk liquid—remarkable motility character-
istics, including transient subdiffusion, primarily due to intermittent mechanical trapping
with power-law distributed trap times, are revealed [2]. Furthermore, we provide evidence
that Pseudomonas putida performs chemotaxis in porous media, even though their mean free
path is severely restricted [3]. In contrast to the well-studied case of bacterial chemotaxis
in uniform bulk fluid, relying mainly on the modulation of run times in dependence on the
direction of motion (run time bias), we identify a second chemotactic strategy: the change
in swimming direction upon a turn event is adjusted, so that the direction of the next run
phase is biased towards the source of the chemoattractant (turn angle bias). Active particle
modeling, based on the experimentally inferred statistical properties of the swimming pat-
tern, indicates that turn angle bias is the predominant chemotaxis strategy of bacteria in
porous environments [3].
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FIG. 1. Evidences for chemotaxis on a population and
trajectory level. A: Macroscopic spreading of a cell colony
in 0.3% agar with an externally induced chemoattractant gra-
dient. The spreading is not isotropic, because the bacteria
move directionally towards the source of chemoattractant,
which was injected at the orange triangular. B: Macroscopic
spreading of a cell colony in 0.3% agar with evenly distributed
chemoattractant. The bacteria consume the chemoattractant
and create a spatial gradient. C: Example trajectory of a
bacterium in 0.3% agar. Run phases are marked in blue and
events in red. D: Probability density of the swimming direc-
tion of a bacterium during run phases analyzed from the case
shown in B. The probability density was created from all time
points of the runs. The analyzed tracks were recorded at the
right side of the colony. During 51.9% of the frames of the runs
the bacteria swam in the direction of the self-generated gra-
dient to the right i.e. had an orientation between [� 1

2
⇡, 1

2
⇡)

out of the colony. This indicates chemotactic behavior. The
dashed line represents a fit to the data obtained via Fourier
transform to first order, p(�) ⇡ 1/(2⇡)⇤(1+2 |f1| cos( ��)),
where the first nontrivial mode f1 = 0.028 is a measure for
the angle bias.

For this purpose, we injected casamino acids into the
agar creating a gradient via di↵usion. Cells were after-
wards injected a certain distance away from the chemoat-
tractant source. Figure 1A shows that the colony did
not spread isotropically and the spreading speed was in-
creased in the direction of the chemoattractant. This is
a macroscopic indication that P. putida performs chemo-
taxis.

When chemoattractants were evenly distributed in the
agar network, the bacterial colony spread isotropically
(see figure 1B). The spreading speed depends on the size
of the pores, the motility, and the growth rate of the
bacteria [9, 10, 22, 24]. Here, a gradient of the chemoat-
tractant was created at the edge of the cell colony by the
bacteria themselves, as the casamino acids were locally
consumed by the bacteria [10].

Decreasing run time bias for higher gel concen-
trations
To investigate the mechanism behind the chemotactic be-
havior in agar, single cell motility was recorded under
the microscope and swimming trajectories were analyzed
based on the classification described in [? ]. An example
of a trajectory is shown in figure 1C. We analyzed micro-
scopic data from the edge of a spreading colony, where
the bacteria build up their own gradient (figure 1B). The
microscopic results are also reproducible for the setup
shown in figure 1A). Figure 1D shows that the bacteria
were more likely to swim upgradient than downgradient
during run phases. This confirmed microscopically that
the bacteria performed chemotaxis in 0.3% agar. For
0.25% agar the biased motion was even more pronounced
(data not shown). The question remains which chemo-
taxis strategy is responsible for this e↵ect.

We first investigated the survival function of runs de-
pending on the orientation of the runs with respect to the
gradient direction to check whether the standard chemo-
taxis mechanism of run time bias is responsible for the
observation. If a bacterium relied on the run time bias,
to navigate in gradient direction it could only modulate
the event rate of the actively triggered short events. The
longer lasting trap events are determined by the agar
matrix and not actively triggered by the bacteria. We
therefore only considered runs followed by short events
to calculate the survival function.

In figure 2A it can be seen that for 0.25% agar there
was a small run time bias, with runs upgradient being on
average longer than runs downgradient. However, this ef-
fect disappeared for 0.3% agar. The significantly shorter
run times at higher agar concentration showed that here
the run time was on average determined by the environ-
ment, i.e. the pore size. Most events were therefore due
to interactions with the gel structure. This means that
the bacterium can no longer generate a significant run
time bias.

Angle bias in agar and in bulk
Although bacteria performed chemotaxis in 0.3% agar,
no run time bias was found indicating that another mech-
anism must be responsible for the biased motion. In the
figures 2B and C, it can be seen that there was an angle
bias observed at both agar concentrations. This means
that more runs point in the direction of the nutrient gra-
dient than against it. We have checked whether a similar
angle bias can also be measured in bulk fluid. For this
purpose, we analyzed the data from [21] and found an
angle bias here as well (see figure 2D). This is less clearly
here, as the number of tracks and runs is significantly
lower. Nevertheless, there is a clear di↵erence in the
number of runs pointing upgradient between the exper-
iment with a nutrient gradient (54.7%) and the control

field of view

exemplary trajectory turn angle bias

Figure 1: Left panel: expansion of a bacterial colony in agar; middle panel: exemplary
trajectory of a bacterium, recorded at the edge of the expanding colony as indicated on the
left; right panel: turn angle bias, i.e., bacteria can tune the variation of their direction of
motion in dependence of the orientation of the preceding run with respect to the chemical
gradient.

1. A. Datta, C. Beta and R. Großmann, Phys. Rev. Res., 6, 043281 (2024).
2. A. Datta, S. Beier, V. Pfeifer, R. Großmann and C. Beta, arXiv:2408.02317.
3. S. Beier, V. Pfeifer, A. Datta, R. Großmann and C. Beta, arXiv:2503.05286.
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Fluctuation-driven Propulsion in a Self-produced Viscosity Gradient 
Bokusui Nakayama1, Ryoya Hirose1, Yusuke Takagi2, Masatoshi Ichikawa1, Eiji 

Yamamoto2, Marie Tani1, Ibuki Kawamata1, and Akira Kakugo1 
1Graduated School of Science, Kyoto University, Kyoto, Japan 

2Department of System Design Engineering, Keio University, Yokohama, Japan 

Microscale locomotion commonly relies on thermal noise. For instance, 
Brownian ratchets rectify stochastic motion into directed transport via asymmetric 
potentials. Beyond this, biological systems sometimes employ a more sophisticated 
strategy: actively modifying their environment to create local gradients that induce 
anisotropic diffusion. Certain bacteria, such as H. pylori and L. monocytogenes [1], 
alter their surrounding viscosity to help their Brownian bodies acquire higher motility, 
potentially exploiting a Brownian ratchet-like mechanism. Understanding the 
mechanism behind this noise-driven locomotion is of significant interest in 
fundamental science and also holds promise for engineering applications. 

Here, we introduce a new class of self-propelled motion in an artificial system: 
self-viscophoresis. Unlike conventional Brownian ratchets, which rely on a phoretic 
drift, our system exploits self-induced local viscosity gradients to generate directed 
motion. While the particle consumes energy to actively modify its surrounding 
diffusivity landscape, its motion remains fundamentally passive, as it is driven purely 
by thermal fluctuations (Fig. A). This mechanism emerges an effective anisotropic 
diffusion, causing apparent self-propulsion. Unlike self-thermophoresis [2] and self-
diffusiophoresis, self-viscophoresis originates from self-induced rheological 
asymmetry without requiring any explicit forces. In this work, we utilized a laser 
heating system (Fig. B) and a thermoresponsive polymer (Pluronic F127) solution 
(Fig. C) to demonstrate self-viscophoresis of Janus particles (Fig. D) as an example of 
self-Brownian ratchet motion.  

1. S. C. Kuo, and J. L. McGrath, Nature, 407, 6807 (2000).

2. H. R. Jian, N. Yoshinaga, and M. Sano, Phys. Rev. Lett., 105, 26 (2010).

Fig. A: A conceptual illustration of self-viscophoretic motion. Fig. B: Laser 
heating system including Janus particles in a thermoresponsive polymer (Pluronic 
F127) solution. Fig. C: Temperature dependence of F127 solution’s viscosity. Fig. 
D: The trajectories of Janus particles self-propelling under laser illumination. 
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Modeling microorganisms: Escherichia coli and Trypanosoma brucei
Holger Stark 1, Pierre Martin 1, Zihan Tan 1

1Institute of Physics and Astronomy, Technische Universität Berlin, Germany

Microorganisms are around us everywhere. They occupy quite diverse natural habitats on
the earth and also in the human body, where they have to navigate in complex environments
such as the gut, different forms of tissue, and blood vessels. We present our efforts to model
two types of microorganisms in order to understand how they move close to surfaces and
in confining geometries using elastic theories and hydrodynamic simulations based on the
method of multi-particle collision dynamics.

The E. coli bacterium uses a bundle of helical flagella driven by rotary motors, which are
embedded in the cell wall, to propel itself forward. If one of the motors reverses its direction,
the bundle disintegrates and the E. coli tumbles. It changes its swimming direction, in
order to swim up a chemical gradient known as chemotaxis. In the talk we show, how the
distribution of tumble angles is modified close to a surface. We observe increased tumbling
in forward direction [see Fig. 1a)], where the swimming direction hardly changes [1]. This
might explain the experimental finding that tumbling close to surfaces is reduced.

The African trypanosome T. brucei causes the life-threatening sleeping sickness. It has
a spindle-shaped cell body to which an eukaryotic flagellum is firmly attached [see Fig.
1b), top]. Therefore, when a bending wave runs along the flagellum, the whole cell body is
distorted and thereby propels the trypanosome forward. When injected into the skin through
a bite of the tsetse fly, the trypanosome needs to move through different types of tissue before
entering the blood flow and ultimately invading the brain. Thereby, it has to move in tight
spaces and squeeze through narrow openings. In the talk we present how a trypanosome
swims in confining geometries such as circular microchannels and how it squeezes through
narrow contrictions with the help of its thin anterior end [see Fig. 1b), bottom].
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Figure 1: a) Trajectory of the model E. coli close to a surface; 3D representation and top
view. The numbers indicate tumble events and the color encodes the swimming velocity.
b) Top: Model trypanosome with the attached flagellum. Bottom: Snapshots of the model
trypanosome using the anterior tip to pull the cell body out of a constriction.

[1] P. Martin, T. Adhyapak, and H. Stark, in preparation.
[2] Z. Tan, J. I. U. Peters, and H. Stark, submitted to New J. Phys.;

doi: 10.48550/arXiv.2412.17673
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Curvature Analysis for Inferring Nonlinear Dynamics: Applications in Reconstructing 
Chemical Reaction Networks 

Vignesh Narayanan, Lawrence Bordoh, Istvan Kiss, and Jr-Shin Li 

Inferring interpretable models of nonlinear dynamic networks (NDNs) from measurement data is 
a critical task across a wide range of scientific fields. A major challenge in this process is the 
difficulty of accurately discerning the coupling and drift dynamics of agents in an NDN from 
data. Efficiently solving this network inference problem requires access to data that provides 
sufficient information about the coupling functions, along with a well-formulated learning 
problem that can recover these functions without prior knowledge of the drift dynamics of the 
agents/nodes. This is particularly important in the context of chemical reaction networks, where 
quantifying interaction networks allows for the description, prediction, and control of various 
phenomena in chemistry and biology. However, a key challenge in this context is unambiguously 
attributing changes in reaction rates to specific interactions. To address this, we propose that the 
curvature change of kinetic trajectories, resulting from systematic perturbations to a node in the 
network, can be used to identify coupling. Specifically, the coupling strength can be computed as 
the ratio of the curvature change at a coupled node to the rate change of the perturbed node. We 
demonstrate this methodology through numerical simulations involving a network of complex 
ordinary differential equations and experiments with electrochemical networks. The results show 
accurate network inference, with no false positives or negatives, even in systems with significant 
heterogeneity in local dynamics and network structure, all without any prior knowledge of the 
kinetics. The theory and experiments also clarify how local perturbations influence response 
amplitude and timing, through network-wide upregulation. 



Instabilities of a bimolecular reaction driven by buoyant flows
Adam Bigaj 1, Luka Negrojević 1, Lucie De Jong 1, Laurence Rongy 1

1Université libre de Bruxelles (ULB), Brussels, Belgium

Autonomous oscillations are captivating examples of self-organized behavior, observed across
diverse fields such as biology, chemistry, climate science, and financial markets. Numerous
complex reactions undergoing chemical oscillations have been investigated experimentally
(e.g. the Belousov-Zhabotinsky and the Bray-Liebhafsky reactions) and numerically (e.g.
the Brusselator and Oregonator models). In these systems, self-organization arises from the
nonlinear chemical feedback, a key feature of oscillatory instability.

However, over the past few years, it has been demonstrated that local oscillations in the
concentrations of chemical species can arise under isothermal batch conditions in simple bi-
molecular A + B → C reactions, provided they are actively coupled with hydrodynamics.
In these reaction-diffusion-convection (RDC) systems, reactant solutions initially separated
in space react upon diffusive contact, producing a new species with different physical prop-
erties, thereby inducing a fluid motion. Recent numerical studies of bimolecular reactions
in symmetric systems, i.e. where both reactant solutions share the same initial properties,
highlighted that a coupling between the reaction and hydrodynamic flows (due to both den-
sity and surface tension changes) can induce oscillatory dynamics in specific cases[1-2].

Here, we present a novel approach on how to make a bimolecular reaction oscillate, both
experimentally and numerically, by coupling it to chemically-induced buoyant flows. These
systems, previously studied in symmetrical conditions were shown not to oscillate. However,
introducing an asymmetry in the initial conditions – by considering differences in density,
diffusivity, or initial concentrations between chemical species – leads to the formation of
self-organized wavy patterns. The dynamics have been experimentally characterized using
the oxidation reaction of fluorescin (transparent) into fluorescein (fluorescent) and further
validated by numerical simulations.

1. M. A. Budroni, V. Upadhyay and L. Rongy, Phys. Rev. Lett., 122, 244502 (2019).
2. A. Bigaj, M. A. Budroni and L. Rongy, ChemSystemsChem, e202400099 (2025).
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Turing instability in reaction-diffusion systems with equal diffusion coefficients
Hirokazu Ninomiya1
1School of Interdisciplinary Mathematical Sciences, Meiji University, Tokyo, Japan

In the study of pattern formation in chemical systems, Turing instability is one of the most
well-known mechanisms. It describes a phenomenon where a stable equilibrium in a system
of ordinary differential equations becomes unstable when diffusion is added, leading to the
emergence of spatially periodic stable patterns [1]. Typically, Turing instability occurs when
the reacting species have different diffusion rates. Therefore, when the diffusion coefficients
are equal, the usual conditions for this instability may not be satisfied. An interesting
question in pattern formation is whether Turing instability can occur when the diffusion
coefficients are equal. This talk presents an example of Turing instability emerging with
equal diffusion coefficients [2] and explores the conditions under which it occurs. These
findings raise fundamental questions about the role of diffusion in pattern formation.

1. A. M. Turing, Philos. Trans. Royal. Soc. London 237, (1952) 37-72.
2. H. Ninomiya, J. Differential Equations 392, (2024) 255–265.
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Hierarchies of Cluster States in Ensembles of Coupled Oscillators 

Katharina Krischer 

Physics Department, Technical University of Munich, Germany 

The collective dynamics of an ensemble of coupled oscillators is the key to the 
functioning principle of many systems in virtually all scientific fields, from neurology to 
energy sciences. Based on our experimental observations in electrochemical systems, 
I will discuss universal mechanisms that lead to the formation of hierarchies of cluster 
patterns in ensembles of identical or slightly heterogeneous oscillators. Particular 
attention is placed on organizing centers that dictate the bifurcation structure at a given 
level of differentiation, and on how the transition from one level to the next more 
complex one is realized. I will illustrate that the dynamics follow different but universal 
paths between synchrony and incoherence depending on the type of coupling. 
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Self-organization of optimal network formation: emerging capabilities of Physarum
polycephalum
Daniele Proverbio 1, Damiano Reginato 1, Giulia Giordano 1

1Department of Industrial Engineering, University of Trento, Trento, Italy

From micro-swimmers to social amoebas to slime moulds, complex microbiological systems
often showcase amazing capabilities to self-organise and solve complex tasks in heterogeneous
environments [1], through emerging behaviours that guarantee survival. Understanding the
key mechanisms that ensure self-organization, and demonstrating its efficiency and opti-
mality, sheds light onto spatial pattern formation in biological systems, and informs the
design of engineered systems with desired properties, from swarms of robots to decentralised
algorithms.
This talk focuses on the slime mould Physarum polycephalum, which is characterised by im-
pressive self-organising capabilities. For instance, it was shown to successfully solve puzzles
and mazes by connecting food sources via short paths [2], link multiple food sources while
avoiding risky environments [3], and optimise transport networks [4]. We use different mod-
elling approaches to capture the mechanisms underlying its behaviour, and the associated
emergent patterns. First, we use an agent-based approach to study the core behaviours that
ensure the robust formation of networks connecting food sources, despite uncertainties and
perturbations [5]. After observing the efficiency of the constructed networks, we further
develop a non-linear dynamical model for the growth of Physarum in maze environments
and demonstrate that the emergent networks are optimal [6].
Overall, our results provide insight into the evolution of primitive intelligence and investigate
the tradeoff between biological fidelity and computational efficiency.

1. D. Proverbio, J Theo Biol 586 (2024): 111820.
2. T. Nakagaki, R. Kobayashi, Y. Nishiura, and T. Ueda, Proc Roy Soc B, 271, 2305 (2004).
3. T. Nakagaki, et al., Phys Rev Lett 99 (2007)
4. J. Jones, Artificial life 16, 127 (2010).
5. D. Reginato, D. Proverbio, G. Giordano, J Roy Soc Interface, 22.223 (2025): 20240701.
6. D. Proverbio, G. Giordano, submitted (2025)
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Istvan Kiss, Katharina Krischer, Hiroshi Kori 
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Rogue-like Waves in a Reaction-Diffusion System: Stochastic Output from De-
terministic Dynamics
Arik Yochelis1,2, Edgar Knobloch3
1Swiss Institute for Dryland Environmental and Energy Research, Blaustein Institutes for
Desert Research, Ben-Gurion University of the Negev, Sede Boqer Campus, Midreshet Ben-
Gurion 8499000, Israel
2Department of Physics, Ben-Gurion University of the Negev, Be’er Sheva 8410501, Israel
3Department of Physics, University of California, Berkeley, CA 94720, USA

Rogue waves are large excitations that appear intermittently and unpredictably, arising
across different scales, ranging from ocean waves through optics to Bose-Einstein conden-
sates. Motivated by spatiotemporal dynamics in a model for branching, I will describe the
emergence of rogue wave-like dynamics in a reaction-diffusion system that arise as a result of
a subcritical Turing instability and in the absence of an oscillatory instability [1]. This state
is present in the regime where all time-independent states are unstable, and consists of inter-
mittent excitation of spatially localized spikes, followed by collapse to an unstable state and
subsequent regrowth. Characterization of the spatiotemporal organization of spikes shows
that in sufficiently large domains, the dynamics are consistent with a memoryless process.
Since the Turing instability is a generic pattern-forming instability of reaction-diffusion mod-
els, the results reveal a generic mechanism that sheds fresh light on time-dependent patterns
in physicochemical and biological applications.

1. E. Knobloch and A. Yochelis, Chaos, 34, 051103 (2024).
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Si Electrodissolution as a Model System for Collective Oscillatory Behavior: Theory and 
Experiment 
Yukiteru Murakami1, Nicolas Thomé1, Katharina Krischer1 
1 School of Natural Science, Physics Department, Technical University of Munich, Garching, 
Germany 

The anodic oscillation of silicon electrodissolution in a fluoride-containing solution is a 
prototypical model system for studying various types of collective behavior in oscillatory 
systems with its unique global and nonlocal coupling mechanisms. 

In the first part of this talk, I will present a physical model of this Si oscillator. The 
oscillations involve the formation and dissolution of an SiO2 layer at the interface between the 
Si bulk and the electrolyte. An essential variable of the model is the concentration of defects 
in the SiO2 layer, such as oxygen vacancies and partially oxidized SiO, which are created at 
the Si/oxide interface, slowly travel across the oxide layer, and are finally etched at the 
oxide/electrolyte interface. From a certain oxide layer thickness on, the traveling time 
between defect creation and dissolution exceeds a critical time delay, which destabilizes the 
steady dissolution rate in a Hopf bifurcation and thus induces limit cycle oscillations. 

Furthermore, I will highlight the emergence of amplitude clusters from a uniform oscillatory 
state in the presence of a global coupling, which is introduced by an external resistor 
connected in series to the electrode. I will discuss how the relative ratio of the areas covered 
by the two regions with different amplitude changes with the global coupling strength and 
compare the experimental dynamics with theoretical results from the complex Ginzburg-
Landau equation with global coupling. 
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Understanding and Controlling Oscillatory Patterns in Reaction-Diffusion Sys-
tems with Delay by Developing Phase Reduction Method
Ayumi Ozawa 1, Yoji Kawamura 1

1Center for Mathematical Science and Advanced Technology, Japan Agency for Marine-
Earth Science and Technology, Yokohama, Japan

Delay can induce oscillation in dynamical systems. In particular, partial differential equa-
tions with delay often have stable oscillatory solutions and are used to model oscillatory
patterns in nature. While the bifurcation theory unveils the condition under which such
oscillatory patterns arise, it remains difficult to analyze how the oscillatory patterns respond
to perturbations such as external forcing, interaction with other systems, and noise. To fill
this gap, we aim to formulate phase reduction methods [1] for partial differential equations
with delay. Specifically, in this presentation, we reduce reaction-diffusion equations with
discrete delays into phase equations that describe the modulation of the rhythm by pertur-
bation. As an example, we consider the one-dimensional Schnakenberg system with delays
[2] in the oscillatory regime (Fig. 1a). The theory enables us to obtain the phase sensitivity
function, which quantifies how the rhythm of the oscillatory pattern is modulated depending
on where and when the perturbation is applied (Fig. 1b). We also demonstrate that a vari-
ety of mathematical tools for phase equations, including an optimization method for mutual
synchronization [3], can be immediately applied once the reduction is conducted. Thus, our
theory enhances the analyses and control of oscillatory patterns induced by delay.

(a) The oscillation of the distribution
of a component u is illustrated for one
cycle.

(b) The u-component of the phase
sensitivity function, Zu, is spatially
non-uniform and varies with phase.

Figure 1: Phase reduction of one-dimensional Schnakenberg system with delay.

1. Y. Kuramoto, Chemical Oscillations, Waves, and Turbulence, Berlin: Springer (1984).
2. W. Jiang, H. Wang, and X. Cao, Journal of Dynamics and Differential Equations, 31,
2223 (2019).
3. Y. Kawamura, S. Shirasaka, T. Yanagita, and H. Nakao, Physical Review E, 96, 012224
(2017).
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Inverse problems related to pattern formation on coupled oscillator networks
Oleh Omel’chenko 1

1Institute of Physics and Astronomy, University of Potsdam, Germany

Mathematical models describing the collective behavior of large populations of coupled phase
oscillators can be found in various fields of physics, chemistry, and biology. In the thermo-
dynamic limit, when the number of oscillators N tends to infinity and the distribution of
oscillator parameters converges to some probability density, it is often observed that after
a sufficiently long transient, the state of the population approaches some statistical equilib-
rium [1,2,3]. In this talk, we describe how the properties of this equilibrium can be used to
reconstruct system parameters of the underlying network. The effectiveness of the approach
is demonstrated by its application to so-called chimera states in networks of phase oscillators
with nonlocal coupling [4].

1. J. A. Acebrón, L. L. Bonilla, C. J. Pérez-Vicente, F. Ritort, and R. Spigler, Rev. Mod.
Phys., 77, 137–185 (2005).
2. F. A. Rodriguez, T. K. D. M. Peron, P. Ji, and J. Kurths, Phys. Rep., 610, 1–98 (2016).
3. O. E. Omel’chenko, Nonlinearity, 31, R121–R164 (2018).
4. Y. Kuramoto and D. Battogtokh, Nonlinear Phenom. Complex Syst., 5, 380 (2002).
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Multiple oscillation frequencies in slime mold transportation networks and its
relation to chimera states.
Atsuko Takamatsu 1

1Dept. of Elec. Eng. & Biosci. School of Advanced Science and Engineering, Waseda Uni-
versity, Tokyo, Japan

The chimera state, a phenomenon wherein a homogeneous system of oscillators can exhibit
an inhomogeneous state consisting of synchronized and asynchronous clusters of oscillators,
has garnered significant research interest since its theoretical introduction by Kuramoto
and Battogtokh in 2002 [1, 2]. This study presents chimera-like spatiotemporal oscillation
patterns observed in the plasmodial slime mold Physarum polycephalum. This is a large
unicellular organism that develops a transport tube network that facilitates the distribution
of protoplasm throughout the cell body, thereby inducing oscillations in thickness among
the partial bodies (Fig. 1a). During network formation, the oscillation pattern changes.
Initially, the spatial distribution of the oscillation frequency was nearly uniform and subse-
quently transitioned to clusters of multiple frequencies (Fig. 1b-d). Notably, the bifurcation
point aligns with the behavioral transition. This phenomenon is compared with chimera
states using a simplified coupled oscillator model, wherein oscillators are posited to exhibit
simultaneous positive coupling at short distances and negative coupling at long distances.
The former mimics the diffusion of chemical substances within the protoplasm, whereas the
latter results from the pressure differential between protoplasm at two distinct sites con-
nected by a transport tube. The system demonstrated frequency bifurcation depending on
the network size, similar to the observations in the slime mold.
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Figure 1: Tube network in slime mold (a). Spatial distribution of oscillation frequencies (b)
and phase (c). Multiple frequencies (d).

1. Kuramoto, Y. & Battogtokh, D. Nonlinear Phenomena in Complex Systems 5, 380-385
(2002).
2. Davidsen, J., Maistrenko, Y. & Showalter, K. Chaos: Interdiscip. J. Nonlinear Sci. 34,
120402 (2024).
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Bistability between synchronization states at strong coupling due to higher or-
der interactions
István Z. Kiss 1,Jorge L. Ocampo Espindola 1, Sagnik Chakraborty 1, Kyle C. A. Wedgwood
2, Christian Bick 3

1Department of Chemistry, Saint Louis University, St Louis, MO 63025, USA.
2Department of Mathematics and Statistics, University of Exeter, Exeter, United Kingdom.
3Department of Mathematics, Vrije Universiteit Amsterdam, Amsterdam, The Netherlands.

Coupled oscillator networks often display transitions between qualitatively different phase-
locked solutions—such as in- and anti-phase oscillations —following perturbation or param-
eter variation. In the limit of weak coupling, these transitions can be understood in terms
of commonly studied phase approximations. As the coupling strength increases, however,
predicting the location and criticality of transition, whether continuous or discontinuous,
from the phase dynamics may depend on the order of the phase approximation—or a phase
description of the network dynamics that neglects amplitudes may become impossible alto-
gether. Here we analyze synchronization transitions and their criticality systematically for
varying coupling strength and interaction time-delay in theory and experiments with cou-
pled electrochemical oscillators. Two sets of experiments are presented. In the first, with
oscillator close to Hopf bifurcation, phase models predicted an abrupt transition from in-
to anti-phase oscillations as the coupling delay varied. Instead, bistability between in- and
anti-phase oscillations were observed. In the second, with moderately nonlinear oscillators
(far away from Hopf bifuraction), phase models predicted a continuous transition between
out-of-phase and anti-phase oscillations Instead, bistability between the two states were ob-
served. For both experiments, we analyze the bifurcations with higher-order phase models
and discuss conditions under which synchronization transitions with different criticalities are
possible. Our results showcase that reduced order phase models may miss important features
that one would expect in the dynamics of the full system.
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From cell motility to collective behavior around topological defects: a bottom-up 
approach to decrypting tissue dynamics 
Masaki Sano,1,2, He Li1, Zihui Zhao1, Yisong Yao1 
1School of Physics and Astronomy, Institute of Natural Sciences, Shanghai Jiao Tong 
University, China 
2Universal Biology Institute, The University of Tokyo, Japan 

Monolayers of confluent elongated cells are frequently considered active nematics, 
featuring topological defects. In extensile systems, where cells extend further along 
their long axis, they can accumulate at +1/2 defects and escape from -1/2 defects. 
Nevertheless, collective dynamics surrounding integer defects remain insufficiently 
understood. We induce diverse  +1 topological defects (asters, spirals, and targets) 
within neural progenitor cell monolayers using microfabricated patterns. Remarkably, 
cells migrate toward the cores of all  +1 defects, challenging existing theories and 
conventional extensile/contractile dichotomy, which predicts escape from highly bent 
spirals and targets. By combining experiments and a continuum theory derived from a 
cell-level model, we identify previously overlooked nonlinear active forces driving 
this unexpected accumulation toward defect cores, providing a unified framework to 
explain cell behavior across defect types. Our findings establish  +1 defects as probes 
to uncover key nonlinear features of active nematics, offering a methodology to 
characterize and classify cell monolayers. This approach also reproduces the dynamic 
responses of the system to external stimuli. 

1. Z. Zhao, Y. Yao, H. Li, Y. Zhao, Y. Wang, H. Zhang, H. Chaté, M. Sano , Phys.

Rev. Lett. 133, 26, 268301 (2024).

2. Z. Zhao, H. Li, Y. Yao, Y. Zhao, F. Serra, K. Kawaguchi, H. Zhang, M. Sano,

Nature Comm. 16 (1), 2452 (2025).

3. Y. Yao, Z. Zhao, H. Li, Y. Zhao, H. Zhang, M. Sano, Advanced Science, 12 (11),

2412750 (2024).

4. H. Li, et al, to be published (2025).



Behavioral Patterns of Protists in Relatively Complex Experimental Environ-
ments
Toshiyuki Nakagaki 1

1Research Institute for Electronic Science, Hokkaido University, Sapporo, Japan

The natural environment in which protists live is not uniform in space and not stationary
in time, as it contains various fluctuating factors. How individual protists behave in such
real environments is an interesting question from the perspective of the ability of protists to
respond to situations, and more generally from the perspective of the ability of cells to pro-
cess information. As a first step towards this, we are investigating the behavior of protists
in relatively complex experimental environments. In particular, we call the experimental
environment that incorporates a limited but part of the complexity of the field environment
a ’diorama environment’, and emphasize its importance. In this presentation, we will in-
troduce the fact that the slime mold Physarum polycephalum shows diverse behaviors at
the individual level in a similar diorama environment. Specifically, we will introduce the
environment where many tiny food grains are scattered here and there, and the situation
where a weak poison is encountered on the way through a long and narrow lane. We will also
introduce the diversity of individual-level behavior seen in the phototaxis of the microscopic
algae Chlamydomonas, with a focus on the fact that planktonic protozoa generally swim in
a spiral trajectory. We will conclude with a discussion of the role of diversity in behavioral
patterns.

1.T. Nakagaki, A. Dussutour, L. Wilson and T.Ishikawa, Front. Cell Dev. Biol., 11, 1347957
(2023)
2. Y. Nishigami, I. Kunita, K. Sato and T. Nakagaki, J. Phys. Soc. Jpn., 92, 121009 (2023)
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The universal speed-persistence relation of cells moving on 1D fibronectin lanes
is biphasic
Marcel Eberhard 1, Gerlinde Schwake 2, Joachim Raedler 2, Martin Falcke 1

1Max-Delbrück Center for Molecular Medicine in the Helmholtz Association, Berlin, Ger-
many
2Departement of physics, Ludwigs-Maximilians-Universität München (LMU), Munich, Ger-
many

Eukaryotic cells migrate for many reasons: in processes such as wound healing and immune
responses and during embryonic development. The migration of cancer cells leads to deadly
metastases. Therefore, motility is an essential ability required by many different cell types.
Beyond the variability among different cell types the motion characteristics of cells within
one cell line are diverse: cells move at different speeds, some are more persistent, others
hardly move. We observe cells that maintain a constant length, whereas others periodically
change their length even as they moving. Additionally, cells can spontaneously transition
between these states: they may start or stop moving, change directions, or begin or cease
oscillating - all occuring without any external stimuli or obvious signaling events. These
observations manifest the so-called multistability of morphodynamic states of cell motion.
Despite this variability two general relations of cell motion were suggested: the bipha-
sic adhesion-velocity relation and the universal correlation between speed and persistence
(UCSP). The adhesion-velocity relation states that cells move the fastest, if the adhesion
strength is intermediate, which has been shown for many different cell types. The UCSP
correlates the speed of cells with their ability to move in one direction and it was previ-
ously reported to be monotonous: the faster the cell moves, the less likely it changes its
direction [1]. However, our latest findings on 1D motion of MDA-MB-231, MCF-10A and
RPE1 cells suggest that the universal speed-persistence relation is also biphasic, showing
a pronounced decrease of persistence at large velocities. This biphasic relation is also pre-
dicted by our mechanical model of 1D cell motion, which already offers explanations for the
biphasic adhesion-velocity relation, multistability and state transitions [2].
At the core of this model are the force balance at the leading edge and the noisy clutch of
retrograde flow friction. Cell motion starts with the polymerization of actin, which pushes
the membrane forward against a drag force, drives the retrograde flow of the actin network
against friction and stretches the cell. Direction reversals are caused by the protrusion
competition between the front and back protrusion: noise causes the back to pull, indicated
by the formation of a back protrusion with increased friction, which slows down retrograde
flow. If the friction at the back exceeds the friction at the front, the cells changes its direction.
We show that cells at intermediate speed exhibit the most asymmetric protrusions rendering
sufficiently strong back pulling unlikely, such that the statistics of noise-induced direction
reversals causes a biphasic speed-persistence relation.

1. P. Maiuri et al, Cell, 161(2), 374-86 (2015) .
2. B. Amiri, J. Heyn et al, Biophys J., 122(5), 753-66 (2023).
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Curved Boundaries Drive Large-Scale Rotational Motion in Algal Bioconvection 

S. Ahmed1, S. Gore1, T. Doskhozhina1, I. Gholami1,  S. Venkata1, A. Bae2, A. Gholami1*

[1] Science Division, New York University Abu Dhabi, Abu Dhabi, UAE
[2] Lewis & Clark College, Portland, Oregon, USA
*azam.gholami@nyu.edu

Suspensions of swimming microorganisms can spontaneously generate large-scale currents, 
resulting in intricate and dynamic flow patterns. These flows are characterized by dense, cell-
rich downwelling plumes interspersed with broad, low-concentration upwelling regions. Such 
large-scale hydrodynamic instabilities, termed bioconvection, arise from the microscopic 
behaviors of cells. This phenomenon was first observed in bottom-heavy microalgae like 
Chlamydomonas reinhardtii (CR), where the center of mass is located behind the 
hydrodynamic center of resistance. This configuration induces a gravitational torque that 
biases cell movement upwards, a behavior known as gravitaxis, causing bottom-heavy cells to 
accumulate near the surface. Due to the CR cells being approximately 5% denser than the 
surrounding fluid, this accumulation leads to gravitationally unstable stratification, resulting 
in the development of plumes and convective rolls, similar to Rayleigh–Bénard convection. 

In this work, we investigate the effect of curved boundaries on bioconvection patterns in CR 
cells. Our experiments reveal large-scale rotational motion of bioconvection patterns in the 
presence of circular and spiral boundaries. To understand the underlying mechanisms, we 
performed numerical simulations based on the incompressible Navier–Stokes equations, 
incorporating a negative buoyancy term and an additional bulk stress to account for swimming 
CR cells, which generate force-dipoles. These simulations provided valuable insights that 
complemented our experimental observations. 
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Smectic-like bundle formation of planktonic bacteria upon nutrient starvation 
Kazumasa A. Takeuchi123, Takuro Shimaya1, Fumiaki Yokoyama1 
1Department of Physics, The University of Tokyo, Tokyo, Japan 
2Institute for Physics of Intelligence, The University of Tokyo, Tokyo, Japan 
3Universal Biology Institute, The University of Tokyo, Tokyo, Japan 

The majority of bacteria on the Earth live in the form of some collectives, especially 
as biofilms. While biofilms are usually regarded as aggregates of bacteria adhering to 
some surface, non-surface-attached aggregates of bacteria are attracting attention 
more recently and therefore less characterized.  
Here, by using a membrane-type microfluidic device that we developed previously 

[1], we observed how planktonic bacteria E. coli respond to an environmental change, 
specifically nutrient starvation, and found that starving cells form bundle-like 
aggregates, with an ordering akin to that of smectic liquid crystals (see Figure) [2]. 
The degree of smectic-like ordering was evaluated by a deep learning approach. 
Conducting various experiments to identify the mechanism underlying this smectic-
like bundle formation, we argue that both the depletion attraction by extracellular 
polymeric substances and the growth arrest, both due to nutrient starvation, are crucial 
for the bundle formation. Our results suggest that the physics of the smectic ordering 
may also be relevant to characterize some aspects of bacterial populations, especially 
when they are faced with harsh environments. 

1. T. Shimaya, R. Okura, Y. Wakamoto and K. A. Takeuchi, Commun. Phys., 4, 238

(2021)

2. T. Shimaya, F. Yokoyama and K. A. Takeuchi, Soft Matter, advanced publication

(2025), DOI: 10.1039/d4sm01117a

Figure: Planktonic bacteria form bundles upon starvation, with an ordering analogous 

to that of smectic liquid crystals [2]. 
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Theory of Turing patterns on discrete topologies: from networks to hypergraphs
Riccardo Muolo 1, Lorenzo Giambagli 2, Hiroya Nakao 1, Duccio Fanelli3, Timoteo Carletti4
1Department of Systems and Control Engineering, Institute of Science Tokyo, Japan
2Department of Physics, Freie Universiät Berlin, Germany
3Department of Physics and Astronomy, University of Florence, Italy
4naXys, Namur Institute for Complex Systems, University of Namur, Belgium

Nature is a blossoming of regular structures, signature of self-organization of the underlying
microscopic interacting agents. Turing theory of pattern formation is one of the most stud-
ied mechanisms to address such phenomena and has been applied to a widespread gallery of
applications in several domains [1]. Turing himself, in his study about morphogenesis, used
a spatial discretization of the hosting support to eventually deal with a set of ODEs. Such
idea, mostly overlooked in the literature, contained the seeds of the subsequent works aimed
at exploring the impact of assuming discrete space. Premises of Turing patterns on regular
networks date back to the 70s, however it is only with the birth of network science in the early
2000s, that the richness of dealing with a discrete support has been fully acknowledged [2].
The network based approach allows to tackle several settings which do not display a trivial
continuous embedding, such as multiplex and multilayer structures [3], temporal networks
[4], non-normal networks [5], and, recently, higher-order structures [6]. This line of research
has been mostly confined within the community of researchers interested in network science,
despite its inherent potential to transcend the conventional boundaries of the PDE based
approach to Turing patterns. Moreover, network topology allows for novel dynamics to be
eventually generated via a universal formalism that can be readily extended to account for
higher-order order structures.
The aim of our work [7] is multiple: first, we review the main results as reported in the
literature, from the Turing theory on pairwise networks to the more recent advances related
to frameworks were higher-order interactions are at play; moreover, we want to introduce
scholars with a physical chemistry background to the widespread realm of network appli-
cations and guide them through the advantages that it offers; lastly, we present the novel
framework of higher-order interactions by extending Turing theory on hypergraphs, which
are a generalization of networks. The latter is particularly relevant, as the research in this
direction is only at the beginning and we believe that many exciting applications lie ahead.

1. A. Turing, Phil. Trans. R. Soc. Lond. B, 237, 37–72 (1952).
2. H. Nakao, A.S. Mikhailov, Nat. Phys., 6, 544–55 (2010).
3. M. Asllani, D.M. Busiello, T. Carletti, D. Fanelli, G. Planchon, Phys. Rev. E, 90, 042814
(2014).
4. J. Petit, B. Lauwens, D. Fanelli, T. Carletti, Phys. Rev. Lett., 119, 148301 (2017).
5. R. Muolo, M. Asllani, D. Fanelli, P.K. Maini, T. Carletti, J. Theor. Biol., 480, 81-91
(2019).
6. R. Muolo, L. Gallo, V. Latora, M. Frasca, T. Carletti, Chaos Solit. Fractals, 166, 112912
(2023).
7. R. Muolo, Giambagli L., H. Nakao, D. Fanelli, T. Carletti, Proc. R. Soc. A, 480,
20240235 (2024).
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Controlling Biological Reaction Networks
Tetsuya J. Kobayashi 1,2,3, Shuhei A. Horiguchi 1,4

1Institute of Industrial Science, University of Tokyo, Tokyo, Japan
2Department of Mathematical Informatics, Graduate School of Information Science and
Technology, The University of Tokyo, Tokyo, Japan
3Universal Biology Institute, The University of Tokyo, Tokyo, Japan
4Nano Life Science Institute, Kanazawa University, Kanazawa, Japan

Biological systems across multiple scales—including chemical reaction dynamics, collective
cellular behaviors, and ecological networks—can be framed as complex networks composed
of interacting heterogeneous components. Chemical reaction network theory offers a uni-
fying theoretical framework for analyzing such systems, capturing essential mathematical
and physical properties. These include topological constraints derived from graph and hy-
pergraph structures imposed by interactions, gradient flow structures originating from ther-
modynamic principles, and nonequilibrium dynamics governed by reaction kinetics. In this
presentation, we explore how these fundamental properties of reaction networks can be ap-
plied to stochastic control problems in biological networks. Specifically, we show that by
exploiting the inherent thermodynamic and information-theoretic structures of these sys-
tems, it is possible to develop a general theoretical framework for the control of nonlinear
stochastic dynamics on networks. As illustrative applications, we present examples, includ-
ing the regulation of molecular motors, quantitative genetic dynamics, and infectious disease
control.

1. T. J Kobayashi, D. Loutchko, A.i Kamimura, S. A Horiguchi, Y. Sughiyama, Info. Geom.,
7 (1), 97–166 (2024).
2. S. A. Horiguchi and T. J. Kobayashi, Phys. Rev. Res., 5 (2) L022052 (2023).
3. S. A. Horiguchi and T. J. Kobayashi, arXiv:2409.17488 (2024).
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Generalized gradient systems for thermodynamically consistent modeling includ-
ing temperature coupling
Matthias Liero1
1Weierstrass Institute for Applied Analysis and Stochastics, Mohrenstrasse 39, 10117 Berlin,
Germany

In the field of ordinary and partial differential equations, gradient flows stand as a pivotal
subclass characterized by their profound implications in evolution dynamics. The structured
framework of gradient flows not only facilitates a deeper understanding of solution existence
and stability but also unveils transformative insights into limit behaviors under parameter
variations. Moreover, these flows illuminate fundamental principles governing entropy pro-
duction and energy dissipation, unveiling rich geometric structures shaped by dissipation
distances.
In this talk, we give an overview over the modeling of reaction-diffusion systems with general-
ized gradient systems (X,S,Ψ∗), where X is the state space, S(q) is the entropy for the state
q ∈ X, and Ψ∗(q, ξ) is the state-dependent dual dissipation potential with ξ denoting the
thermodynamically conjugated driving force. An evolution equation q̇ = V(q) is said to have
a gradient structure if a gradient system (X,S,Ψ) exists such that V(q) = ∂ξR∗(q,DS(q)).
A particular focus is on the coupling to temperature effects, where q = (u, τ) with an arbi-
trary thermodynamical variable τ , which can be for instance the temperature, the entropy
density, or the internal energy. We will discuss how using a general τ highlights the structure
of the driving forces.
We discuss the notion of EDP convergence for families of gradient systems (X,Sε,Ψ

∗
ε). This

convergence is based on De Giorgi’s energy-dissipation principle (EDP) and allows us to
study coarse-graining limits for families of gradient systems. While the driving functionals
simply converge in the sense of De Giorgi’s Gamma convergence, the derivation of the effec-
tive dissipation potential is more involved.

34



Kinetic proofreading and higher-order replication inherited in templated ligation
Shoichi Toyabe1
1Department of Applied Physics, Graduate School of Engineering, Tohoku University, Japan

Templated ligation is a process that copies the sequence information of a template by con-
catenating two substrate strands. We experimentally and theoretically demonstrate that
this simple information replication mode inherits a kinetic proofreading mechanism and
achieves significant error suppression through cascade-manner replication [1]. In particu-
lar, the error rate at each site decreases with the length by multiplicative error suppression
mechanism, which has implications for preserving genetic information in prebiotic erroneous
chemistry while circumventing the error catastrophe. Notably, this process does not require
complex molecular machinery for proofreading. We expect that this mechanism may also
find applications in biotechnology to enhance replication fidelity. Furthermore, we demon-
strate that the replication by templated ligation exhibits a higher-order nonlinear replication
by autonomously forming a hypercycle-like reaction network [2]. Nonlinear replication im-
plements the frequency-dependent selection of sequence information and can stabilize the
replications of sequences without a faster replication rate, allowing the stochastic stabiliza-
tion of randomly picked sequences. In particular, the coexistence of different sequences is
also possible when the sequences are distributed in spatial structure. We discuss the impli-
cations of the templated ligation in the context of the origin of life and also the applications
in biotechnologies to enhance replication fidelity.

1. H. Aoyanagi, Y. Magi, S. Toyabe, in prep (2025).
2. S. Toyabe and D. Braun, Phys. Rev. X, 9, 011056 (2019).
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Designing Nonequilibrium Assemblies with Reinforcement Learning and 
Optimal Transport 

Grant M. Rotskoff1,2, Shriram Chennakesavalu1, Jérémie Klinger1, Sreekanth

Manikandan1

1Department of Chemistry, Stanford University, Stanford, California, USA
2Institute for Computational and Mathematical Engineering, Stanford University,
Stanford, California, USA

I will describe a theoretical framework for controlling the response and dynamics of 
nonequilibrium systems using time-dependent external couplings. These external 
"control protocols" satisfy a number of distinct variational principles, which become 
natural machine learning objective functions. The variational principles not only 
constrain, for example, the finite-time energetic efficiency of a given transformation, 
but also provide a natural objective for optimization. Finally, I will show how to solve 
these problems computationally for some model systems of interest, including models 
of experimental active matter and self-assembling actin networks.

1. Klinger, J.; Rotskoff, G. M. Computing Nonequilibrium Responses with Score-
Shifted Stochastic Differential Equations. Phys. Rev. Lett. 2025, 134 (9), 097101.
https://doi.org/10.1103/PhysRevLett.134.097101.

2. Klinger, J.; Rotskoff, G. M. Universal Energy-Speed-Accuracy Trade-Offs in
Driven Nonequilibrium Systems. Phys. Rev. E 2025, 111 (1), 014114. https://doi.org/
10.1103/PhysRevE.111.014114.

3. Chennakesavalu, S.; Manikandan, S. K.; Hu, F.; Rotskoff, G. M. Adaptive
Nonequilibrium Design of Actin-Based Metamaterials: Fundamental and Practical
Limits of Control. Proceedings of the National Academy of Sciences 2024, 121 (8),
e2310238121. https://doi.org/10.1073/pnas.2310238121.

4. Chennakesavalu, S.; Rotskoff, G. M. Unified, Geometric Framework for
Nonequilibrium Protocol Optimization. Phys. Rev. Lett. 2023, 130 (10), 107101.
https://doi.org/10.1103/PhysRevLett.130.107101.
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Dynamics of surface morphology driven by ultrashort laser pulses 
Shuntaro Tani 1 

1 Center for Advanced Photonics, RIKEN, Japan 

This talk will explore the dynamics of surface morphology induced by ultrashort laser pulses. 
When a femtosecond laser pulse irradiates a material surface, its intense electric field can rapidly 
ionize bonding electrons, triggering ultrafast structural transformations. These initial changes 
alter the surface morphology, which in turn modifies subsequent light-matter interactions 
through mechanisms such as local field enhancement, interference, and scattering. This 
morphology-dependent feedback leads to the emergence of complex surface structures under 
repeated irradiation. A prominent example of such feedback-driven pattern formation is the laser-
induced periodic surface structure (LIPSS), which has been extensively studied for over six 
decades. However, the dynamics governing surface structure formation under multiple-pulse 
irradiation remain poorly understood. To address this, we experimentally investigated the 
transient evolution of surface morphology in a pulse-by-pulse manner and modeled these 
dynamics using both simplified differential equations and neural network-augmented differential 
equation frameworks [1]. 

A schematic energy diagram of the laser ablation process is shown in Fig. 1. While typical 
surface energies are on the order of 10 eV/nm2, laser excitation can drive the system to highly 
excited states exceeding 104 eV/nm2. This excess energy is subsequently released through laser-
induced material ejection (ablation) and thermal dissipation [2], resulting in the formation of a 
new surface. To capture these morphological changes with nanometer precision, we employed 
in-situ three-dimensional microscopy in combination with laser irradiation. Our fully automated 
data acquisition system [3] enables the collection of tens of thousands of surface morphology 
datasets, providing a robust foundation for constructing a neural network-based differential 
equation model of surface evolution. In this framework, the neural network encodes surface 
morphologies into feature vectors, simulates their interaction with incoming laser pulses, and 
decodes the resulting vectors into predicted morphological changes. This approach enables the 
extraction of the underlying differential equations that govern the surface dynamics [4]. 

[1] S. Tani, and Y. Kobayashi, J. Appl. Phys. 133, 143104 (2023)
[2] T. Endo, S. Tani, S., et al., Opt. Express 31, 36027 (2023).
[3] Y. Kobayashi, S. Tani et al.,  IEEE J. Sel. Topics in Quantum Electronics, vol. 27, 1 (2021)
[4] S. Tani, and Y. Kobayashi, Sci Rep 12, 5837 (2022).
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Partial Breakdown of the Kolmogorov–Johnson–Mehl–Avrami Theory in a Two-
Dimensional Poly-Nuclear Process on the Kardar–Parisi–Zhang Kinetic Rough
(001) Surface During Steady Crystal Growth
Noriko Akutsu 1, Vesselin D. Tonchev 2, Yoshihiro Kangawa 1

1Research Institute for Applied Mechanics, Kyushu University, Kasuga, Fukuoka, 816-8580,
Japan
2Faculty of Physics, Sofia University, 5 James Bourchier Blvd., 1164 Sofia, Bulgaria

The surface growth rate V during steady crystal growth is calculated using the Monte Carlo
method for the (001) surface of a simple cubic lattice as a function of driving force for
crystal growth ∆µ and temperatures T . The standard deviation of surface height W (L),
where L is the linear size of the system, is also calculated to investigate the thermodynamic
surface roughness. At low temperatures such as T < TR

(001)/2, where TR
(001) = 1.578ϵ is the

thermal roughening transition temperature of the (001) surface, the Kardar–Parisi–Zhang
(KPZ) kinetic roughening transition has found by monitoring the roughness exponent α (Fig.
1) [1, 2]. Here, on the KPZ kinetic rough surface, the (001) surface is atomically smooth, the
surface steps are well defined, and the (001) surface grows in poly-nuclear process, though
the surface is thermodynamically rough (W (L) → ∞ as L→ ∞).
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Figure 1: T–∆µ Kinetic roughening diagram
on the (001）surface. This figure is taken from
N. Akutsu & Y. Kangawa:“ Competition between
Kardar–Parisi–Zhang and Berezinskii–Kosterlitz–
Thouless kinetic roughening on (001) singular sur-
face during steady crystal growth”[2] under the li-
cence of the CC By 4.0

The KPZ kinetic roughening transi-
tion point ∆µ

(001)
KPZ (point A in Fig.

1) has been found to agree with
the crossover point between mono-
nuclear and poly-nuclear processes
[2]. From the Kolmogorov–Johnson–
Mehl–Avrami (KJMA) theory, the
crossover point ∆µDSP, which is the
dynamic spinodal point [3], decreases
to zero in the order of 1/ lnL in
the limit of L → ∞. However, in
the case of the KPZ kinetic roughen-
ing, the crossover point converges to
∆µ

∗(001)
poly (T ) [2] and agree with ∆µ

(001)
KPZ

within the error.
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Exact Results in Stochastic Processes with Division, Death, and Diffusion:  
Spatial Correlations, Marginal Entropy Production, and Macroscopic Currents 

Samuel Cameron1 and Elsen Tjhung1

1The School of Mathematics and Statistics, The Open University, Milton Keynes, 
United Kingdom 

We consider a generic class of stochastic particle-based models whose state at an 
instant in time is described by a set of continuous degrees of freedom (e.g. positions), 
and the length of this set changes stochastically in time due to birth-death processes. 
Using a master equation formalism, we write down the dynamics of the corresponding 
(infinite) set of probability distributions: this takes the form of coupled Fokker-Planck 
equations with model-dependent source and sink terms. We derive the general 
expression of entropy production rate for this class of models in terms of path 
irreversibility. To demonstrate the practical use of this framework, we analyze a 
biologically motivated model incorporating division, death, and diffusion, where spatial 
correlations arise through the division process. By systematically integrating out 
excess degrees of freedom, we obtain the marginal probability distribution, enabling 
exact calculations of key statistical properties such as average density and correlation 
functions. We validate our analytical results through numerical Brownian dynamics 
simulations, finding excellent agreement between theory and simulation. Our method 
thus provides a powerful tool for tackling previously unsolved problems in stochastic 
birth-death dynamics.  

Figure: Schematic of (a) division, (b) death, and (c) diffusion processes in our model. 
(d) Two-body correlation function in the steady state. Markers are numerical results
and solid lines are analytic results.

Reference: S. Cameron and E. Tjhung, arXiv:2503.13150 
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Single-molecule Imaging of 12meric CaMKII Holoenzyme by High-speed Atomic 
Force Microscopy 
Mikihiro Shibata1,2 
1WPI Nano Life Science Institute, Kanazawa University, Kanazawa, Japan 
2Institute for Frontier Science Initiative, Kanazawa University, Kanazawa, Japan 

Structural biology reveals the three-dimensional structures of proteins at the atomic 
level, providing insights into their molecular mechanisms. Additionally, direct 
imaging of protein flexibility can enhance our understanding of protein function. 
High-speed atomic force microscopy (HS-AFM) is an effective technique for directly 
visualizing the flexible regions of single molecules under near-physiological 
conditions, with a temporal resolution of approximately 0.1 seconds at a nanometer 
resolution [1-3]. 
Long-term potentiation (LTP) and long-term depression (LTD) are fundamental 
cellular mechanisms underlying learning and memory. Functional synaptic plasticity 
is linked to changes in synaptic signaling strength, whereas spine structural plasticity 
involves modifications in the volume of the postsynaptic spine. At the molecular level, 
Ca2+/calmodulin-dependent protein kinase II (CaMKII) is crucial for both functional 
and structural spine plasticity. This 12meric serine/threonine kinase has been highly 
conserved across metazoans for over a million years. CaMKII is a highly abundant 
protein within the post-synaptic density (PSD), comparable in concentration to 
cytoskeletal proteins. However, the biological significance of the high concentration 
of CaMKII in spines and its role in the mechanisms of spine structural plasticity 
remains unclear. Here, we employed high-speed atomic force microscopy (HS-AFM) 
to visualize the molecular dynamics of CaMKIIα at the single-molecular level. In this 
study, we used HS-AFM to visualize the activity-dependent structural dynamics of 
CaMKII in rat, hydra, and C. elegans. Our results revealed that the dynamic behavior 
is dependent on CaM binding and subsequent pT286 phosphorylation. Notably, only 
rat CaMKIIα with pT286/pT305/pT306 exhibited kinase domain oligomerization. 
Additionally, we found that the sensitivity of CaMKII to PP2A varies among the three 
species, with rat, C. elegans, and hydra showing decreasing dephosphorylated 
respectively. The evolutionarily acquired features of mammalian CaMKIIα, in terms 
of structural arrangement and phosphatase tolerance, may differentiate neuronal 
functions between mammals and other species [4]. Furthermore, HS-AFM revealed 
that CaMKIIα molecules interact with each other to form clusters. To quantify the 
strength of intermolecular interactions within these clusters, we calculated the pair 
distribution function (PDF). Our results demonstrated that CaMKIIα in the basal state 
and in the LTP-related phosphorylation state (pT286) forms clusters through weak 
intermolecular interactions. Moreover, analyses of the clustering area indicated that 
clusters in the LTP-associated phosphorylation state are larger than those in the basal 
state. This suggests that CaMKIIα accumulates in the spine and contributes to the 
expansion of spine volume during LTP induction.  

1. M. Shibata et al. Nat. Commun., 8, 1430 (2017).

2. S. Morioka et al. Nano Lett., 24, 5246 (2024).

3. A. Sumino et al. ACS Nano, 18, 25018 (2024).

4. S. Tsujioka et al. Sci. Adv., 9, eadh1069 (2023).
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Fluctuation of the 3D Genome from Modeling and Experiments
Soya Shinkai  1  
1RIKEN Center for Biosystems Dynamics Research (BDR), Kobe, Japan

Genomic DNA is hierarchically folded and compacted in the micrometer-sized cell 
nucleus,  and  its  three-dimensional  (3D)  organization  plays  a  crucial  role  in  gene 
regulation.  This  architecture  is  inherently  dynamic,  continuously  fluctuating  over 
time.  Understanding  this  "fluctuation"  is  essential  for  elucidating  the  relationship 
between genome structure and its functions.
In  fixed  cell  populations,  such  structural  fluctuations  manifest  as  cell-to-cell 
variability. With the advent of Hi-C technology, it has become possible to indirectly 
infer  3D genome structures using next-generation sequencing.  On the other  hand, 
live-cell  imaging  enables  the  direct  observation  of  real-time  fluctuations  in  the 
positions and dynamics of specific genomic loci and chromatin segments.
To  bridge  these  complementary  approaches,  we  have  developed  a  theoretical 
framework  and  analysis  method  called  PHi-C  [1,2,3],  which  integrates  Hi-C  and 
chromatin  dynamics  data.  PHi-C  employs  a  polymer  model  with  linear  all-to-all 
pairwise interactions, from which interaction parameters can be accurately inferred 
from  Hi-C  data  through  the  PHi-C  optimization  algorithm.  This  allows  for  the 
prediction  of  time-resolved  fluctuations  at  individual  genomic  regions,  enabling 
integration  with  live-cell  imaging  data.  As  a  result,  we  can  construct  a  unified 
physical model that simultaneously reproduces both the 3D structure and dynamic 
behavior of chromatin in the nucleus [4].
More  recently,  we  have  shown that  the  motion  of  a  single  monomer  within  this 
polymer  model,  when  compared  with  chromatin  tracking  experiments,  rigorously 
follows a generalized Langevin equation derived from the projection method [5].
In this presentation, I will introduce our integrated modeling framework and highlight 
key findings on the dynamic nature of the 3D genome revealed through a combination 
of experimental data and computational modeling.

1. Shinkai et al., NAR Genom. Bioinform., 2, lqaa020 (2020).

2. Shinkai et al., Biophys. J., 118, 2220–2228 (2020).

3. Shinkai et al., Bioinform., 38, 4984–4986 (2022).

4. Ohishi et al., Sci. Adv., 10, eadn0020 (2024).

5. Shinkai et al., Phys. Rev. E, 110, 044136 (2024).
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How smart does a material have to be to mimic biological behaviours? 

Juliane Simmchen 

(University of Strathclyde) 

While the behaviour of biological microswimmers is undoubtedly influenced by physics, it is often 

controlled and manipulated by active sensing processes. Understanding the respective influences of 

the environment can help to engineer the desired response in artificial swimmers. In most cases, the 

achievement of biomimetic behaviour requires an understanding of the swimming mechanisms of both 

biological and artificial microswimmers and the parameters that induce mechanosensory responses. 

Using several examples of tactical behaviour, I will show empirical examples of how active materials can 

be tuned to mimic bacteria or other microorganisms. 

References:  

[1] Colloidal Active Matter Mimics the Behavior of Biological Microorganisms—An Overview, A Nsamela, AI Garcia Zintzun, 

TD Montenegro‐Johnson, J Simmchen, Small 2022, 2202685.

[2] A Platform for Stop‐Flow Gradient Generation to Investigate Chemotaxis, Z Xiao, A Nsamela, B Garlan, J Simmchen, 

Angewandte Chemie International Edition 2022, 61 (21), e202117768.

[3] Upstream rheotaxis of catalytic Janus spheres, P Sharan, Z Xiao, V Mancuso, WE Uspal, J Simmchen, ACS nano 2022, 16

(3), 4599-4608.

[4] Apparent phototaxis enabled by Brownian motion, L Niese, L Wang, S Das, J Simmchen, Soft Matter 2020, 16 (47), 10585-
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Theoretical and Experimental Investigations of Some Simple Chemical Systems
John Smith 1, Anna Smit 2, Michael Major 1

1Institute for Studies of Simple Chemical Systems, Copacabana Beach, Rio de Janeiro, Brasil
2Department of Simple Systems, University of High Mountains, Tirol, Austria

We have investigated the behavior of several simple linear chemical systems. Our investi-
gations have shown [1,2] that their dynamics is characterized by the properties which are
shared by many of them. Remarkably, we could always see that the observed behavior was
decomposable into contributions coming from different involved processes. For each elemen-
tary process, a complete analytical description in terms of linear differential equations could
be reached. In the future, investigations of an even larger set of simple chemical systems are
planned.... The total length of the abstract should not exceed one A4 page.

1. J. Smith and M. Major, Phys. Rev. W, 102, 151230 (2011).
2. A. Smit and M. Major, Complex Approaches to Simple Chemical Systems (Springer,
Berlin, 2012).
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Active Fluids with Long-Range Interactions
Itay Azizi 1, Erdal C. Oğuz 1,2

1Key Laboratory of Soft Matter Physics, Institute of Physics, Chinese Academy of Sciences,
Beijing, 100190, China
2Songshan Lake Materials Laboratory, Dongguan, Guangdong 523808, China

In this work, we ask the following question: what is the effect of long-range interactions on
density fluctuations of active fluids? To answer that, we utilize molecular dynamics simu-
lations and active matter theory. We investigate the qualitative behavior of dilute fluids of
active Brownian particles (ABPs) that interact via a long-ranged power-law repulsive po-
tential. While a passive fluid with long-range interactions exhibits anomalously suppressed
long-wavelength density fluctuations, i.e., hyperuniformity, driving the fluid out of equilib-
rium leads to effective interactions that result in enhanced fluctuations, altered clustering
and deviations from hyperuniformity. We show that the fluctuations amplitude in active sys-
tems depends on the exponent of the repulsive power-law potential, in conjunction with the
spatial dimension of the system. Finally, we propose novel computational ideas for further
investigation.
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Engineering DNA Chemical Reaction Network for Autonomous Assembly and 
Disassembly of Active matter 
Ibuki Kawamata1, Kohei Nishiyama, Daiki Matsumoto2, Shosei Ichiseki2, Jakia J. 
Keya, Kohei Okuyama1, Masatoshi Ichikawa1, Arif M. R. Kabir, Yusuke Sato, Daisuke 
Inoue, Satoshi Murata2, Kazuki Sada, Akira Kakugo1, Shin-ichiro M. Nomura2 
1Graduate School of Science, Kyoto University, Kyoto, Japan 
2Graduate School of Engineering, Tohoku University, Miyagi, Japan 

Engineering autonomously driven active matter system from biomolecule components 
is of importance towards the realization of molecular-scale robots [1]. Here, we 
utilized microtubule propelled by kinesin molecular motor placed on glass surface as 
active matter [2], whose behavior is controlled by engineered DNA computing system 
[3]. The DNA computing system is designed to release two types of signals with a 
time delay, which, in turn, can assemble and disassemble the microtubules. After 
optimizing sample composition of DNA computing systems such as DNA, enzyme, 
and ion concentrations, we have successfully demonstrated the programmed time-
dependent assembly/disassembly processes of microtubules without human 
interventions [4]. The result of fluorescent microscopy observation is further analyzed 
to quantify the assembly ratio, supporting our proposal of autonomous active matter. 
Our findings may help develop engineered biomolecular systems for various purposes 
such as biosensing, therapeutics, and smart material in the future. 

1. M. Hagiya, A. Konagaya, S. Kobayashi, H. Saito, S. Murata, Molecular Robots

with Sensors and Intelligence, Accounts of Chemical Research, 47, 1681 (2014)

2. J. J. Keya, R. Suzuki, A. M. R. Kabir, D. Inoue, H. Asanuma, K. Sada, H. Hess, A.

Kuzuya, A. Kakugo, DNA-assisted swarm control in a biomolecular motor system, 

Nature Communications, 9 (2018)

3. I. Kawamata, S. M. Nomura, S., Autonomous and Programmable Strand Generator

Implemented as DNA and Enzymatic Chemical Reaction Cascade, New Generation 

Computing, 40, 723 (2022)

4. I. Kawamata, K. Nishiyama, D. Matsumoto, S. Ichiseki, J. J. Keya, K. Okuyama, M.
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Bayesian comparison of Langevin models from single tracking datasets of cell
motility
Yusuke Kato 1,2, Jan Albrecht 2, Robert Großmann 2, Carsten Beta 2

1Graduate School of Frontier Sciences, the University of Tokyo, Kashiwa, Japan
2Institute of Physics and Astronomy, University of Potsdam, Germany

This study addresses the cell motility, i.e., the spontaneous cell movement. Based on the sta-
tistical properties of experimental data, several SDE-based Langevin models of cell motility
have been proposed [1,2]. However, the data-driven comparison and selection between these
stochastic models have not been actively studied. Here we present a Bayesian approach to
estimate and compare tentative first- and second-order Langevin models. By using the like-
lihood approximation technique from positional data [3], we develop a framework that ranks
them based on the calculated marginal likelihood. We test and benchmark the approach us-
ing synthetic data and subsequently apply it to time-series data of Dicty cells (Dictyostelium
discoideum) to find the best model for their ameboid motility. We evaluate the results of
model selection by additional statistical analyses (e.g., MSD or velocity auto-correlation) of
experimental datasets.

1. H. Takagi et al., Plos. One., 3(7), e2648 (2008).
2. L. Li, E. C. Cox., and H. Flyvbjerg, Phys. Biol., 8, 046006 (2011).
3. J. Albrecht, M. Opper, and R. Großmann, arXiv:2411.08692 (2024).
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Numerical Analysis for Controlling Synchronization Transition of Chemo-Mechanical
Oscillating Gels
Taro Sukegawa 1, Shingo Maeda 1,2

1 Department of Mechanical Engineering, School of Engineering, Institute of Science Tokyo,
2-12-1 Ookayama, Meguro-ku, Tokyo 152-8550 Japan
2 Research Center for Autonomous Systems Materialogy (ASMat), Institute of Integrated
Research, Institute of Science Tokyo, 4259 Nagatsuta-cho, Midori-ku, Yokohama 226-8501,
Japan

The phenomenon of synchronization plays a crucial role in several biological functions. The
Kuramoto model describes synchronization transitions, where the synchronous and asyn-
chronous states of systems switch based on the change of some parameters [1]. Experi-
mentally reproducing this transition could enable bioinspired systems that output multiple
synchronized oscillations as one large signal and control it with simple controls, such as a
switch. The Belousov-Zhabotinsky (BZ) gel is a promising material for this reproduction.
It deforms periodically due to its intrinsic chemical oscillations without external stimuli [2].
This property makes it suitable for the development of autonomous soft robots. However,
the chemical heterogeneity in large gels makes the deformation amplitude of the gels small
[3]. In addition, the high degrees of freedom in their behavior make BZ gel robots difficult
to control. To address these issues, we focus on the synchronization of BZ gels, which could
enable easy control of large deformations in gel assemblies. In this study, we propose a
theoretical model in which multiple BZ gels are arranged in a plane under a plate connected
to a movable ceiling by a spring, as shown in Fig. 1. Numerical simulations show that the
synchronization and desynchronization of the gels can be easily controlled by adjusting the
position of the ceiling. This approach provides a potential strategy for designing the func-
tional deformation of bioinspired soft robotic systems with simple control mechanisms.

Figure 1: Overview of the system to model in this study.

1. Y. Kuramoto, Chemical oscillations, waves, and turbulence (Dover Publications, Inc.,
Mineola, New York, 2003).
2. R. Yoshida, T. Takahashi, T. Yamaguchi, and H. Ichijo, J. Am. Chem. Soc., 118, 21, pp.
5134–5135 (1996).
3. S. Maeda, Y. Hara, R. Yoshida, and S. Hashimoto, Angewandte Chemie International
Edition, 47, 35, pp. 6690–6693 (2008).
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Harnessing any Kuramoto-like oscillator network as computational resource
Thomas Geert de Jong 1, Hirofumi Notsu 1, Kohei Nakajima 2

1Kanazawa University, Kanazawa, Japan
2The University of Tokyo, Tokyo, Japan

Computing in silica comes with drawbacks, including high energy consumption and sus-
ceptibility to critical failures in extreme environments, such as high-radiation areas. This
has sparked significant interest in discovering alternative physical systems that can overcome
these limitations. Although great efforts have been made to design computer sub-components
using non-traditional media, e.g., logical gates by cells [1], these approaches have not yet
come close to building a functional device. A framework that overcomes this is the reservoir
computing framework as it allows to directly harness the computational capabilities of a
physical system without requiring a traditional computing architecture [2,3].

It has been reported that synchronization phenomenon can be utilized as a computational
resource for a class of theoretical reservoir computers [4]. Even rigorous results have been
put forward for a Kuramoto oscillator based reservoir [5] but unfortunately its performance
is very limited in an experimental set-up. Hence, we seek an approach that is general from
both the application and task perspective.

We have proposed a framework that allows for generic Kuramoto-like oscillator networks to
be harnessed as a reservoir computer [6] (Fig. 1). We show by example that it can be used
to perform a large variety of computational tasks for a wide range of parameters; here given
by coupling and task-imprinting strength. Due to the omnipresence of physical oscillator
networks our results open the door to a new class of computational device that can be
designed to outperform traditional computing by physical oscillator selection.

Figure 1: Framework for deploying oscillator networks with a real-world application

1. Y.L. Vishweshwaraiah, et al (2021). Two-input protein logic gate for computation in
living cells. Nature communications 12.1: 6615.
2. K. Nakajima (2020). Physical reservoir computing – an introductory perspective. Jpn.
J. Appl. Phys. 59, 060501.
3. M.G. Baltussen, et al (2024). Chemical reservoir computation in a self-organizing reaction
network. Nature 631, 549-555 (2024).
4. Z. Lu, et al (2018). Attractor reconstruction by machine learning. Chaos 28(6).
5. H. Chiba, K. Taniguchi, T. Sumi. (2024). Reservoir computing with the Kuramoto
model. arXiv preprint arXiv:2407.16172
6. T.G. de Jong, H. Notsu, K. Nakajima (2025). Harnessing omnipresent oscillator networks
as computational resource. arXiv preprint arXiv:2502.04818
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Adaptive maze solving by frozen fronts 

L. Negrojević1 and A. De Wit1

1Nonlinear Physical Chemistry Unit, CP231 Université libre de Bruxelles (ULB), 
1050 Brussels, Belgium

Unconventional computing has long sought alternative approaches to solving classical 
computational tasks by leveraging physical [1], chemical [2], and biological [3] 
systems. One of the benchmark problems in this field is maze-solving - finding the 
shortest path between two points in a complex environment. While numerous solutions 
have been proposed, each comes with limitations. For instance, wave-based solvers 
offer high accuracy but are relatively slow and require post-processing using classical 
computers [2]. On the other hand, fluidic solvers are exceptionally fast but lack 
adaptability due to their reliance on color indicators for path visualization [1]. 

In this work, we present a novel maze solver based on autocatalytic reaction-diffusion-
advection (RDA) fronts, which combines the speed of fluidic solvers with the 
adaptability of wave-based approaches. In reaction-diffusion systems, an autocatalytic 
front propagates at a constant velocity, converting the reactant Y into the autocatalyst 
X. However, when the reactant Y is continuously injected into a cell prefilled with the 
autocatalyst X, a stationary RDA front forms at a fixed location where the reaction-
diffusion velocity balances the opposing advective velocity [4]. This property can be 
exploited to solve the shortest path problem.

We show that, in a maze, the frozen RDA fronts form boundaries between viable paths 
and dead ends, enabling a self-organizing and adaptable approach to maze-solving. The 
flow from the maze entrance to the exit sustains the reactant Y in viable paths, while 
dead ends contain only the autocatalyst X. Changes in the flow field, due to the closure 
of paths or the emergence of new exits, redistribute reactants, allowing the system to 
find new solutions by dynamically adapting to the changing flow field. The adaptation 
speed is limited only by the reaction-diffusion velocity of the autocatalytic front. This 
approach has been validated through numerical simulations and experiments using the 
chlorite-tetrathionate reaction. 
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Optically and Electrically Driven Active Colloids in Liquid Crystals 
Ye Yuan1, Ghaneema N. Abuhaimed2, Qingkun Liu2, Jun-Yong Lee1, Asha Kumari1, 
Mykola Tasinkevych1,3 and Ivan I. Smalyukh1,2 
1International Institute for Sustainability with Knotted Chiral Meta Matter, Hiroshima 
University, Higashi-Hiroshima, Hiroshima, Japan 
2Department of Physics, University of Colorado, Boulder, CO, USA 
3Department of Physics and Mathematics, School of Science and Technology, 
Nottingham Trent University, Clifton Lane, Nottingham, UK 

Compared to the isotropic solvents such as water in conventional colloids, liquid 
crystals (LCs) as suspension media feature anisotropic elastic, fluidic and dielectric 
properties stemming from their collective molecular orientation. Here, we report two 
types of active colloids in LCs, driven by light and external electric fields, respectively 
[1,2]. In the first case, transparent silica microplatelets with self-assembled azobenzene 
monolayers undergo rotation motion when suspended in a nematic liquid crystal and 
exposed to unstructured ~1 nW light[1]. The feedback mechanism incorporating the 
incident light polarization, LC director field twist, and the isomerization of azobenzene 
yields a continuous opto-mechanical cycle to drive the particle’s unidirectional 
spinning; the handedness and frequency of the rotation can be robustly controlled by 
the polarization and intensity of the incident light. In the second case, hybrid structures 
formed between colloidal particles of non-trivial topology and LC solitons exhibit 
rotational and translational dynamics in response to alternating electric fields of 
different frequencies[2]. While conforming with topological theorems, the LC director 
distortions and topological defects within the hybrid structures may have caused the 
nonreciprocal evolution of the LC director fields when electric fields are applied, 
leading to the active motions of the hybrid structures. Our findings demonstrate various 
routes to exploiting the unique properties of LC molecular orientation field to construct 
active colloidal systems, and may contribute to the development of novel colloidal 
machines and micro-swimmers.  

1. Ye Yuan, Ghaneema N. Abuhaimed, Qingkun Liu and Ivan I. Smalyukh, Nat.

Commun., 9, 5040 (2018). 

2. Jun-Yong Lee, Asha Kumari, Ye Yuan, Mykola Tasinkevych and Ivan I.

Smalyukh, Soft Matter, 10.1039/D5SM00014A (2025). 



Numerical simulations of hexapod gait patterns by a CPG network composed of
oscillatory chemical systems
Norihisa Namura 1 and Hiroya Nakao 1,2

1Department of Systems and Control Engineering, Institute of Science Tokyo, Tokyo, Japan
2Research Center for Autonomous Systems Materialogy, Institute of Innovative Research,
Institute of Science Tokyo, Yokohama, Japan

Oscillatory chemical reactions are widely observed in the real world, which can be math-
ematically modeled as limit-cycle oscillators. The phase reduction theory facilitates the
analysis of synchronization dynamics of the oscillators by reducing the oscillator state to a
single phase variable [1]. Recently, applications of oscillatory chemical systems to robotics
have been studied [2]. In hexapod robots, a central pattern generator (CPG) network that
mimics the mechanism for gait generation in organisms, is useful for controlling the gait
patterns [3]. In this study, we construct a CPG network composed of six coupled limit-cycle
oscillators and generate the phase patterns of hexapod gaits. In numerical simulations, we
use the mathematical model of the Belousov–Zhabotinsky (BZ) reaction for the CPG units.
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Figure 1: CPG network composed of BZ oscillators
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Synchronization-induced Taylor’s law in coupled periodic and chaotic oscillators
Yuzuru Mitsui 1,2, Hiroshi Kori 3

1Faculty of Design, Kyushu University, Fukuoka, Japan
2Education and Research Center for Mathematical and Data Science, Kyushu University,
Fukuoka, Japan
3Department of Complexity Science and Engineering, The University of Tokyo, Chiba, Japan

Taylor’s law [1] (TL), also known as fluctuation scaling [2], is a power-law relationship be-
tween mean and variance: log(variance) = logα+ β × log(mean). When β > 1, this relation
is called giant fluctuations in the field of active matter [3]. TL has been observed in various
fields [2, 4], especially in population ecology. However, the detailed mechanisms of TL re-
main unclear. In particular, the underlying reasons for the widespread occurrence of TL and
the frequent appearance of its exponent value close to 2 in ecosystems are to be elucidated.
Here, using coupled dynamical system models, we demonstrate that TL can be induced by
synchronization [5], another universal phenomenon in ecosystems. In particular, with strong
coupling, time series become proportional to each other, resulting in TL with an exponent 2.
Figure 1 illustrates this phenomenon in a coupled food chain model. We further confirm that
these results hold for other dynamical systems, such as the Rössler model, Lorenz model,
and Brusselator [5].

Figure 1: (a)–(c) Without coupling, the time series are not synchronized, not proportional
to each other, and TL is not observed. (d)–(f) With strong coupling, the time series are well
synchronized, are proportional to each other, and TL with an exponent 2 is clearly observed.

1. L. R. Taylor, Nature 189, 732 (1961).
2. Z. Eisler, I. Bartos and J. Kertész, Adv. Phys. 57, 89 (2008).
3. D. Nishiguchi, J. Phys. Soc. Jpn. 92, 121007 (2023).
4. R. A. J. Taylor, Taylor’s Power Law: Order and Pattern in Nature, 1st ed. (Academic

Press, 2019).
5. Y. Mitsui and H. Kori, Phys. Rev. Lett. (2025, accepted), arXiv:2308.02124.
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Synchronization mechanism of elevators and its control
Mitsusuke Tarama 1, Sakurako Tanida 2

1Department of Physics, Kyushu University, Fukuoka, Japan
2Department of Aeronautics and Astronautics, Graduate School of Engineering, The Uni-
versity of Tokyo, Tokyo, Japan

Synchronization is a ubiquitous phenomenon in nonequilibrium systems. Examples of syn-
chronization include pendulum clocks found by Christiaan Huygens during the seventeenth
century, but also biological systems such as cardiac cells, neurons, and calling frogs. One
intriguing example can be found in every-day life: elevators that synchronize their motion;
that is, when multiple elevators are available they tend to arrive almost simultaneously [1].
In this case, there is no direct interaction between the elevators, but they interact with each
other through the (distribution of) passengers waiting at each floor.

To understand the mechanism behind the synchronization of elevators, we investigate
the effective interaction between them theoretically [2]. Based on a discrete rule-based model
in which new passengers at each floor appear randomly following a Poisson distribution, we
show that two elevators synchronize if the influx rate of passengers exceeds a threshold value.
This happens not only when the influx rate of the new passengers is uniform but also if it
is biased and depends on the floors. From the obtained trajectories of the elevators, we
measured phase susceptibility by assuming phase equations. Astonishingly, we found the
coexistence of both attractive and repulsive interactions. By tuning the parameters of our
microscopic discrete model, we were able to control the dynamical behaviour of the two
elevators and realize the transition between in-phase and anti-phase synchronizations. We
believe that this study provides a novel approach to design optimal transportation, which is
of great importance in improving sustainable social systems.

1. S. Tanida, Dynamic behavior of elevators under random inflow of passengers, Phys. Rev.
E 103, 042305 (2021).
2. M. Tarama and S. Tanida, Attractive and repulsive interactions between synchronizing
elevators, in preparation.
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Network inference from synchronous oscillatory signals based on the circle map
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Synchronization is ubiquitous in nature, which is mathematically described by coupled os-
cillators. Synchronization strongly depends on the interaction network, and the network
plays a crucial role in controlling the dynamics. To understand and control synchronization
dynamics in the real world, it is essential to identify the network from the observed data.
While previous studies have developed the methods for inferring the network of asynchronous
systems, it remains challenging to infer the network of well-synchronized oscillators. In this
study, we develop a method for non-invasively inferring the network of synchronized and
desynchronized oscillators [1]. This method is based on the circle map, which describes
the phase change in an oscillatory cycle. Our method discards a large part of data used for
inference, which may seem counterintuitive. However, the effectiveness of the method is sup-
ported by the phase reduction theory, a well-established theory for analyzing weakly coupled
oscillators. We verify the proposed method by applying it to simulated data of limit-cycle
oscillators including coupled clock cells in suprachiasmatic nucleus (SCN) (Fig. 1). This
study provides an important step towards understanding synchronization in real-world sys-
tems from a network perspective.
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Figure 1: Network inference from oscillatory signals: Application to synthetic data of coupled
suprachiasmatic nucleus (SCN) model neurons.
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Spike generation as first passage process: Stochastic model of IP3-induced Ca2+

spiking of HEK293 cells
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Biophypical theory that accounts for the stochastic character of spike sequences of IP3-
induced Ca2+ signalling calculates the probability distributions of the features of the [Ca2+]i
time course, their moments and correlations. Including slow feedbacks from [Ca2+]i to com-
ponents of the pathway poses a challenge to stochastic modelling. Here, we present a stochas-
tic model that takes these feedbacks into account, allows for a non-linear dependency of the
open probability of the Inositol 1,4,5-trisphosphate receptor channel (IP3R ) on the feedback
variable and the inclusion of more than one feedback with different relaxation time scales.
Spike generation corresponds to a first passage process in a time-dependent environment in
this novel modelling approach. We use it to describe the effect of ER depletion by non-
linear rate expressions for Ca2+-induced Ca2+ release (CICR) and the measured non-linear
IP3-dependency of the open probability as parts of the dynamic feedbacks. Our theory can
calculate spike amplitude distributions, correlation coefficients (Cc) of interspike intervals
(ISIs) and amplitudes, simulate ISI distributions and calculate their moments. We apply
it to experiments with HEK293 cells. We find very good agreement between theoretical
ISI distributions and their moments with experimental results. Many measured Ccs show
positive values in accord with the ideas formulated by our theory. Surprisingly, most ISI-
amplitude correlations are weak despite the decay of negative feedback during the ISI, which
affects spike probability. We even find negative values of Ccs which indicate feedback that
decreases the open probability of IP3R with increasing ISI. The components of the pathway
causing this anticorrelation have not yet been identified. Our data suggest that they involve
components that are subject to cell variability.
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The effect of mechanical stress on pattern formation in cell spheroids 
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The mechanical characterization of cell spheroids—one of the most commonly used 
3D in vitro biological models—is a key area of current research focused on 
understanding how cells and tissues respond to mechanical forces. Although existing 
techniques have offered valuable scientific insights, they often require specialized 
equipment and technical expertise that are not typically accessible in standard cell 
biology laboratories. 

In this context, we present some novel user-friendly rheo-optical assays enabling to 
apply a well-defined mechanical stress field to a cell spheroid while imaging its 
microstructure by optical microscopy [1,2]. Our approach allows to capture the effect 
of mechanical stress on the typical microstructural pattern of a cell spheroid, which is 
characterized by a necrotic, quiescent and proliferation zone. The results show the 
heterogeneous rheological properties of a cell spheroid and their dependence on 
biological factors, such as the cell line, the initial cell concentration, the growth time 
and the presence of a chemical gradient. The low-cost, user-friendly features of the 
proposed technique can provide novel tools in mechanobiology research making it 
easily affordable to any biomedical lab equipped with cell culture facilities. 

1. R. Ferraro, S. Caserta and S. Guido, Advanced Materials Technologies, 9, 2301890

(2023). 

2. F Ascione, R Ferraro, P Dogra, V Cristini, S Guido, S Caserta, Scientific Reports
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Various spatiotemporal patterns emerge in macroscopic nonequilibrium systems, and their
properties have been extensively studied using continuum field models [1]. Reaction-diffusion
equations, in particular, have been widely employed to investigate patterns formed by chem-
ical reactions. Based on these equations, Turing demonstrated that a uniform concentration
field can become unstable and spontaneously give rise to inhomogeneous patterns. This
Turing mechanism provides a framework for explaining a broad range of pattern formation
phenomena in macroscopic systems, including morphogenesis in living organisms.

Recently, however, a Turing-like pattern was observed in a microscopic system. In Ref.
[2], quantum nanowires with a thickness and width of approximately 1 nm (i.e., only a few
atoms thick) were fabricated. Furthermore, it was revealed that these quantum nanowires
are highly likely to have been generated by a Turing mechanism. This is a surprising ob-
servation because the continuum approximation does not hold for such small scales, and
the applicability of the Turing mechanism is not obvious. To understand how Turing pat-
terns can emerge at these scales, it is essential to consider the microscopic description of the
reaction-diffusion process.

In this study, we propose a model to describe the reaction-diffusion dynamics of microscopic
systems. The system consists of reaction vessels in which particles are arranged. Chemical
reactions occur only between particles within the same vessel, and particles hop to adja-
cent vessels. Both the chemical reactions and particle diffusion are modeled as Markov
jump processes. We investigate the emergence of a spatially inhomogeneous structure from
fluctuations. We also compare such patterns with those obtained from the corresponding
continuum models and analyze the differences between the two approaches.

1. M. C. Cross and P. C. Hohenberg, Pattern formation outside of equilibrium, Rev. Mod.
Phys. 65, 851 (1993).
2. T. Asaba et al., Growth of self-integrated atomic quantum wires and junctions of a Mott
semiconductor, Sci. Adv. 9 (18), eabq5561 (2023).
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A camphor boat is one of the famous self-propelled particles, which moves 
spontaneously on the water due to the difference in surface tension around it. The 
collective motions of the camphor boats resemble traffic jams and the quorum sensing 
in living things, and the camphor boat has been studied as an example of active matter 
in non-biological systems. Furthermore, the camphor boat has been an interesting 
topic as bifurcation phenomena, where the behavior changes drastically at a certain 
value of the parameter.  
When an elliptical camphor disk, with the center of mass fixed at the axis of rotation, 
is placed on the surface of water, it rotates spontaneously. We found the appearance 
of the bifurcation from the stable state to the rotational state in the control of the water 
depth [1]. The bifurcation type, subcritical bifurcation or supercritical bifurcation, 
depended on the aspect ratio of the elliptical camphor disk [2]. This transition of the 
bifurcation type was confirmed in experiments with the control of the water depth, i.e. 
in the appearance of the subcritical bifurcation, the hysteresis was observed around at 
the bifurcation points, when the water depth increased or decreased. 
We proposed the phenomenological model which includes the frictional effect 
between the edge of the center pore of the elliptical camphor disk and the rotational 
axis. The model shows the subcritical bifurcation in the existence of the friction. On 
the other hand, the model without the frictional effect shows the supercritical 
bifurcation. The results from the phenomenological model suggest that the existence 
of the friction determines the type of the bifurcation. We discussed dynamics in a 
comparison with our experimental results and simulation results obtained from our 
phenomenological model.  

1. M. Shimokawa and H. Sakaguchi, J. Phys. Soc. Jpn. 91, 074002 (2022).

2. M. Shimokawa, J. Arimitsu, H. Kitahata and H. Sakaguchi, J. Phys. Soc. Jpn., 93,
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Takahiro Arai 1, Yoji Kawamura 1, Toshio Aoyagi 2

1Center for Mathematical Science and Advanced Technology, Japan Agency for Marine-
Earth Science and Technology, Yokohama, Japan
2Graduate School of Informatics, Kyoto University, Kyoto, Japan

The synchronization analysis of limit-cycle oscillators is prevalent in many fields, including
physics, chemistry, and life sciences. Phase reduction theory [1,2] underpins an inverse prob-
lem framework to reveal causality from measurements using phase description. This enables
us to identify phase coupling functions and phase sensitivity functions, which represent the
linear response characteristics of the phase to perturbations. This framework requires reliable
methods for calculating the phase from measurements of limit-cycle oscillators in order to
model phase equations. Many studies reporting synchronization in spatiotemporal dynam-
ics have prompted us to analyze the synchronization mechanism between the spatiotemporal
dynamics. However, the inverse method to analyze the mechanism for spatiotemporal dy-
namics remains undeveloped. A major challenge in calculating the phase lies in the spatial
complexity inherent in spatiotemporal dynamics.
Our study aims to develop a method to calculate the phase of spatiotemporal dynamics [3].
Due to the spatial structure inherent in spatiotemporal dynamics, several considerations arise
for phase calculation: (i) determining the optimal locations for fixed-point observations of the
dynamics; (ii) exploring the use of modes obtained from spatiotemporal dynamics through
decomposition techniques such as principal component analysis (PCA) and dynamic mode
decomposition (DMD).
We investigate methods that apply a Poincaré section to the time series of a measurement and
utilize linear interpolation to calculate the phase. In each method, we evaluate the difference
between the calculated phase and the isochron-based phase, using a linear approximation in
the vicinity of the limit-cycle solution. The difference between the two phases results from
the discrepancy between the isochron and the Poincaré section. Regarding (i), the difference
is small when measurements are taken from regions that dominate the rhythms of the entire
spatiotemporal dynamics. Regarding (ii), for both PCA and DMD, the difference depends
on whether a small number of modes are sufficient to explain the phase response.
For illustration, the phase is calculated from the measurements of spatiotemporal dynamics
exhibiting target waves or oscillating spots, simulated by weakly coupled FitzHugh-Nagumo
reaction-diffusion models. Our study provides insight into the calculation of phase, which
plays an important role in the analysis of synchronous phenomena such as atmospheric and
oceanic circulation, chemical reaction systems, and heartbeats. Specifically, phase calcula-
tion requires an optimal observational approach to rhythmic spatiotemporal patterns, rather
than an arbitrary observation.

1. Y. Kuramoto, Chemical Oscillations, Waves, and Turbulence (Springer, New York, 1984).

2. H. Nakao, T. Yanagita, and Y. Kawamura, Phase-Reduction Approach to Synchronization of

Spatiotemporal Rhythms in Reaction-Diffusion Systems, Phys. Rev. X 4, 021032 (2014).

3. T. Arai, Y. Kawamura, and T. Aoyagi, Setting of the Poincaré section for accurately calculating

the phase of rhythmic spatiotemporal dynamics, Phys. Rev. E 111, 014205 (2025).
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Circadian sinusoidal patterns as a mechanism for fluctuation suppression
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The free-running period of circadian rhythms has been reported in many studies. The period
is often reported alongside the standard deviation, and variability can occur even within a
single individual. For example, in mammalian cell culture rhythms, a period of 24.38±1.12
hours was reported [1], and in cyanobacteria, 24.2 ± 0.12 hours was reported [2]. These
fluctuations have been suggested to impact individual-level phenomena, such as cell trans-
formation, aging, crop yields, and sleep. Despite this, ideas for manipulating the fluctuations
of the circadian period have rarely been proposed. This is because the transcription process
is incorporated into the mechanism that generates the circadian rhythm, and fluctuations in
gene expression are the main cause of the fluctuations in the period. It is difficult to elimi-
nate the effects of noise inherent in the system, and there has been no research focused on
controlling these fluctuations. Does this mean that controlling circadian rhythm fluctuations
is truly impossible?
To answer this question, we investigated a coupling model of the circadian clock and out-
put system through numerical simulations [3]. As a result, we found that fluctuations in
the oscillation period of the output system are significantly influenced by the waveform of
the regulatory function through which the clock controls downstream gene expression. This
numerical result was justified by using the theory for analytically deriving the period fluctu-
ations of general N-dimensional oscillatory systems [4]. Furthermore, by using the results of
analytical calculations to conduct sampling, we theoretically demonstrated that sine-wave-
like waveforms commonly observed in circadian rhythm studies can reduce fluctuations in
the output system and improve the accuracy of the rhythm.
The field of circadian rhythm research has so far focused on three parameters: amplitude,
phase, and period. In contrast, this study suggests that, in addition to these fundamental
indicators, the waveform itself is a new essential element of the circadian rhythm. While
mutants with circadian rhythms that differ from the usual periods are known, there has
been no research focusing on mutants with altered waveforms or fluctuations. Reassessing
existing circadian clock mutants from the perspective of waveform could be of significant
importance in controlling fluctuations in circadian rhythms.

1. Li Y, Shan Y, Desai RV, Cox KH, Weinberger LS, Takahashi JS, Proc. Natl. Acad. Sci.
U.S.A., 117, 10350–10356 (2020).
2. Mihalcescu, I., Hsing, W. & Leibler, S, Nature, 430, 81-85 (2004).
3. Kaji H, Mori F, Maruyama O, Ito H. bioRxiv, (2025). https://doi.org/10.1101/2025.
01.08.631925.
4. Mori, F. & Mikhailov, A. S, Phys. Rev. E, 93, 062206 (2016).
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A networked coupling system is a complex system composed of multiple subsystems that
interact through a defined coupling structure. These systems serve as essential tools in mod-
eling a wide range of real-world phenomena, spanning domains such as biology, physics [1,2],
engineering, and social sciences [3,4]. Among the various emergent behaviors observed in
these systems, synchronization [5] is one of the most prevalent and crucial phenomena. It
plays a vital role in sustaining the coherent functioning and stability of the overall sys-
tem. Because the synchronization characteristics of a system are highly dependent on its
network topology, optimizing the coupling configuration plays a critical role in reliably at-
taining and sustaining a targeted synchronous state, while also minimizing cost. In earlier
research, Nakao et al. [6] developed an approach to optimize the coupling structures be-
tween two networks exhibiting collective oscillations, utilizing a phase-based model. Their
findings revealed that tailoring the network connections in this way can enhance the speed
of convergence to synchronization.

Many real-world systems, such as social networks and natural systems [7], exhibit higher-
order interactions [7] involving three or more nodes. Despite their ubiquity, the study of
synchronization dynamics under such complex interaction structures remains in its early
stages [7]. Consequently, the direct role of higher-order coupling in synchronization control
has not been thoroughly investigated, and systematic methods for optimizing these interac-
tions are still underdeveloped.

In this study, we build upon the framework proposed by Nakao et al. [1] to investigate the
optimization of higher-order coupling in a system of three collectively oscillatory networked
systems. Using phase reduction techniques, we derive a two-dimensional phase difference
equation that characterizes the synchronization dynamics among the three networks. Based
on this formulation, we construct optimization problems that incorporate either the linear
stability or rotational characteristics of the synchronized state and analytically obtain the
optimal coupling tensors. Moreover, we present numerical simulations that validate and
support the theoretical results.

This study contributes to the expanding field of dynamical processes on higher-order net-
works and offers a foundational framework for the design and control of synchronization in
complex systems with higher-order interactions.

1. A. T. Winfree, The Geometry of Biological Time, (Springer, New York, 2001).
2. M. E. J. Neuman et al., The structure and dynamics of networks, ( Princeton University

Press, Princeton, 2003).
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4. S. Redner, Eur. Phys. J. B, 4(131) (1998).
5. A. Pikovsky et al., Synchronization, A Universal Concept In Nonlinear Science, (Cambridge
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6. H. Nakao et al., Chaos, 31(6), 063113 (2021).
7. C. Bick et al., SIAM review, 65(3),
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Nonlinear dynamics in binary tree networks

Hidetsugu Sakaguchi
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Complex networks and nonlinear dynamics on the complex networks have been intensively

studied since the proposal of the small world and scale�free networks	 The tree structure

is a basic network found in various natural and social systems	 The binary tree network

is the simplest tree network	 The bronchial network in lungs has a binary tree structure	

The trachea branches into two bronchi� and the two bronchi branch into four bronchioles	

We have studied some nonlinear systems on the binary tree networks	 One is a reaction�

di
usion�advection equation on the binary tree network as a simple model of lung	 The size

ratio and branching number is calculated to optimize the total reaction rate at the tips of

the binary tree	 The second model is coupled Lotka�Volterra equations on the binary tree	

Chaotic motion induces inhomogeneity in populations at each layer� however� the long�time

average of the population obeys a law of geometric series of the layer number	 The third

model is coupled phase oscillators on the binary tree	 A chimera state appears in a certain

parameter range� where a synchronized state and chaotic desynchronized state coexist on

the left and right main branches of the binary tree	
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During early embryonic development in many species, a series of cell divisions transforms
one cell into a cluster of tens or hundreds of cells. This often occurs by cell divisions with
no growth, also known as cleaving divisions. These divisions are frequently synchronous at
first but gradually desynchronize. Here, we simulate the proliferation dynamics of cleaved
cells. These cells divide in a fixed domain of constant volume. We assume that the cleaved
cells’ shape is determined by a 2D Voronoi tesselation. Towards investigating the apparent
synchrony of division events, we model the cells as oscillators with spatial degrees of free-
dom that are coupled to their neighbours. For the purposes of modeling the division, we
assume that cells divide orthogonal to their longest axis, a phenomenon known as Hertwig’s
rule [1,2]. Therefore, we have a model of spatially coupled oscillators that proliferate as
they complete full cycles, constituting a biologically-inspired generalization of the classical
swarmalator model [3]. We explore the effect of coupling on our cleaving cell model and
show that for suitable parameters the model qualitatively resembles the biology. Our future
work concerns rigorous results for no finite-time blow up of divisions, dynamical systems
analysis of local synchronization, connecting lineage statistics of simulations to biological
experiments.

1. O. Hertwig, Welchen Einfluss übt die Schwerkraft auf die Theilung der Zellen, Jena,
Verlag von Gustav Fischer, 1884.
2. B. Strauss, R. J. Adams, and N. Papalopulu, A default mechanism of spindle orientation
based on cell shape is sufficient to generate cell fate diversity in polarised Xenopus blas-
tomeres, Development, 133(17), 3333-3341 (2006).
3. K. P. O’Keeffe, H. Hong, and S. H. Strogatz, Oscillators that sync and swarm, Nature
Communications, 8(1), 1504 (2017).
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Rayleigh-Bénard convection is one of the most famous non-equilibrium phenomena that
occur in systems with a temperature difference between the upper and lower boundaries
and is driven by buoyancy caused by temperature differences. The onset of convection is
determined by the Rayleigh number, a dimensionless parameter related to the buoyancy
and thermal diffusion. If the Rayleigh number of the system is less than a critical value,
convection does not occur. In contrast, when the Rayleigh number is above it, convection
emerges.
In two-layer systems with an undeformed horizontal interface, Rayleigh-Benard convection
can be coupled in two ways. The one is mechanical coupling (MC) and the other is thermal
coupling (TC). The vertical flow directions in the two layers are opposite in mechanical
coupling, whereas they are the same in thermal coupling[1].
We focus on the selection mechanism of thermal convection patterns in a symmetric two-
layer system with an undeformed horizontal interface by varying the initial conditions in a
two-dimensional hydrodynamic simulation. In this system, both the coupling patterns can be
stable in a certain parameter region[2,3]. Simulations were conducted with initial conditions
corresponding to each coupling pattern. Based on the simulation results, we investigated the
selection mechanism of the coupling patterns. Furthermore, we discuss the specific factors
determining the coupling pattern from the viewpoint of the heat transport (Figure 1).

Figure 1: Heat flow normalized by diffusion flow depending on parameters. The corrrespon-
dence between each parameter and color in the right panel.

1. C. Andereck, P. W. Colovas, M. M. Degen, and Y. Y. Renardy, Int. J. Eng. Sci., 36,
1451 (1998).
2. S. Rasenat, F. Busse, and I. Rehberg, J. Fluid Mech., 199, 519 (1989).
3. P. Colinet and J. C. Legros, Phys. Fluids., 6, 2631 (1994).
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Long-term memory of Kuramoto oscillator based reservoir computing: Stabiliz-
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Reservoir computing (RC) has emerged as a powerful tool for leveraging physical systems
as computational resources [1]. The Omnipresent RC [2] proposes that all Kuramoto-like
networks can be harnessed as devices to solve various learning tasks and forms in a sense an
extension of the work in [3]. Experiments indicate promising results of Omnipresent RC for
memory-tasks. However, over long time-scales instabilities can occur that destroy the sys-
tems memory. Here, we explore methods to maintain the system’s stability without adding
active control.
In this study, we explore the application of a vanilla type Omnipresent RC to time-dependent
memorization of temporal data, specifically, we consider animated Graphics Interchange
Format (GIF) images. The underlying RC equations are described by a Kuramoto model
forced by a high-dimensional input corresponding to the time-series of the Animated GIF.
Animated GIFs typically contain pixels that remain constant across frames, which we refer
to as static pixels. Our observations indicate that during the closed-loop testing phase,
oscillators linked to static pixels contribute significantly to the system’s stability. In scenarios
where the RC becomes unstable, augmenting the GIFs with dummy static pixels enhances
the RC’s performance in terms of long-term memorization. This approach suggests a novel
method for addressing stability challenges in a wide range of RC applications, highlighting
the potential benefits of incorporating static elements into the training data to bolster long-
term memory capabilities.

1. K. Nakajima (2020). Physical reservoir computing—an introductory perspective. Japanese
Journal of Applied Physics, 59(6), 060501.
2. T.G. de Jong, H. Notsu, K. Nakajima (2025) Harnessing omnipresent oscillator networks
as computational resource. arXiv preprint arXiv:2502.04818
3, H. Chiba, K. Taniguchi, T. Sumi. (2024). Reservoir computing with the Kuramoto model.
arXiv preprint arXiv:2407.16172.
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Central pattern generators (CPGs) are specialized neural circuits that intrinsically produce
rhythmic firing patterns and are essential for controlling repetitive motor behaviors such as
walking. In the central nervous system of Drosophila embryos, neuronal activity begins as
synchronous firing across segments around 17–19 hours after egg laying. As development
advances, a temporal delay in firing emerges between adjacent segments, eventually giving
rise to propagating wave patterns after 19 hours after egg laying. During the intermediate
developmental phase, synchronous firing and wave-like propagation coexist [1]. While the
transition from synchronous activity to wave-like patterns suggests a reconfiguration of the
underlying network dynamics, the circuit-level mechanisms mediating this transformation
remain poorly understood.
Here, we present a mathematical model that captures how neural networks might evolve
from generating globally synchronized activity to producing segmentally coordinated wave-
like propagation. By representing neurons as coupled oscillatory units, we systematically
vary network topology and synaptic coupling strength to explore the emergent dynamics.
We identify fundamental circuit motifs and conditions that allow synchronized and wave-like
neuronal activities to coexist transiently, and that subsequently promote the emergence of
propagating waves by destabilizing synchrony. These findings provide a theoretical frame-
work for understanding how developing neural circuits may self-organize to support patterned
motor outputs, shedding light on fundamental principles of circuit maturation during early
embryogenesis.

1. X. Zeng et al., Current Biology, 31, 5327–5340 (2021).
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1Division of Physics and Astronomy, Graduate School of Science, Kyoto University 

Active matter systems are made up of agents that can move autonomously by 
converting energy from their surroundings. These systems often display fascinating 
collective behaviors, such as swarming and phase separation, making them promising 
for tasks like cargo transport and environmental sensing. 

In our research, we explored an active matter system using microtubules (MTs)—tiny 
biological filaments that act like molecular robots. We studied ways to control the 
swarming behavior of MTs by attaching photo-sensitive DNA (p-DNA) to them. 
These modified MTs can move independently under ultraviolet (UV) and swarming 
and aligning under visible light, allowing us to guide their collective motion using 
light patterns. To gain deeper insight into this behavior, we compared our 
experimental results with particle-based simulations and numerical solutions of 
continuum equations. Our results suggest that the swarming direction of MTs can be 
oriented by the shape and alignment of the optical pattern. Furthermore, the effective 
hydrodynamic theory explains the mechanism behind the critical noise threshold at 
which the system transitions between ordered and disordered phases under external 
light field. 

This research not only provides new insights into how groups of tiny biomaterials 
move together but also opens up possibilities for precisely controlling such swarming 
behavior using light. 



Flocking of the revised Cucker-Smale model with visual

field

Yujie Gao
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Abstract

The physical description and theoretical analysis of flocking behavior have
garnered significant attention over the past two decades. Researchers have
focused on understanding formation mechanisms of such phenomena. In
1995, Vicsek introduced a physical model to describe collective behavior
which is called Vicsek model. Later, mathematicians Felipe Cucker and
Stephen Smale developed the more comprehensive C-S model. Based on the
C-S framework, this research explores flocking behavior with limited per-
ceptual abilities, particularly restricted visual field. We propose a natural
and effective mathematical model to characterize these visual constraints:
η̂ = ( K

(σ2+y)β
)max{C̃1 + cosθ, 0}, where C̃1 are constants and θ means the

angle between direction of motion and position vector. When calculating the
cosθ, we use the definition cosθ =

vi(xj−xi)

|vi|×|xj−xi| . Based on our mathematical

model, we use some technical methods in the field of graph theory and dy-
namic system. Finally, we conducted a quantitative analysis of the sufficient
conditions for the formation of flocking behavior in the C-S model with visual
field. we show the one of sufficient conditions which is related to the visual
field in flocking behavior: Λ(0) ≤ Kε20(0), where Λ(0) = maxi,j |vi − vj| at
initial time point, and ε0(0) = minj{C̃1+cosθij} at t = 0. From this sufficient
condition, we are able to understand that not only does the initial energy
function (or so called initial difference in individual velocities) influence the
formation of flocking, but the relative positions of individuals at the initial
time also play a significant role in flocking formation. This conclusion aligns
with our understanding. Finally, we take some computer simulation to verify
the correction of our conclusions.

Keywords: Flocking behavior, graph theory, Cucker-Smale model

Preprint submitted to Elsevier March 29, 2025
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Bifurcation Properties in Ultradiscrete Dynamical Systems
Shousuke Ohmori 1, Yoshihiro Yamazaki 2

1Department of Economics, Hosei University, Tokyo, Japan
2Department of Physics, Waseda University, Tokyo, Japan

We have analyzed the structure of bifurcation in ultradiscrete dynamical systems derived
from continuous models. After reviewing the ultradiscretization method developed in the
context of integrable systems [1], we examine its applications to dynamical systems exhibiting
local bifurcations in low dimensions [2]–[6]. Specifically, we demonstrate that the ultradis-
cretization of continuous dynamical systems with local bifurcations results in bifurcations
characterized by piecewise-linearity, called ultradiscrete bifurcations, which correspond to
the original local bifurcations. Especially in the case of Hopf bifurcation, we found that the
limit cycles emerging in continuous dynamical systems, the Sel’kov model and the negative
feedback model as examples, are ultradiscretized, bringing about ultradiscrete limit cycles
that consist of a finite number of states. We further revealed that such ultradiscrete limit cy-
cles emerge due to phase lock caused by saddle-node bifurcation. Additionally, we emphasize
that the Poincaré map method is highly effective in analyzing limit cycles in ultradiscrete
dynamical systems.

1. T. Tokihiro, in Discrete Integrable Systems, edited by B. Grammaticos, T. Tamizhmani,
and Y. Kosmann-Schwarzbach (Springer, Berlin, Heidelberg, 2004), pp. 383–424.
2. S. Ohmori and Y. Yamazaki, J. Math. Phys., 61 (2020) 122702.
3. Y. Yamazaki and S.Ohmori, J. Phys. Soc. Jpn., 90 (2021) 103001.
4. S.Ohmori and Y. Yamazaki, JSIAM Letters, 14 (2022) 127.
5. S.Ohmori and Y. Yamazaki, J. Math. Phys., 64 (2023) 042704.
6. S.Ohmori and Y. Yamazaki, J. Math. Phys. 65 (2024) 082705.
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Numerical and Theoretical Study on the Synchronization of the Thermal Oscil-
lation in a Rotating Fluid Annulus
Ippei Oshima 1,2, Yoji Kawamura 2

1Institute of Fluid Science, Tohoku University, Sendai, Japan
2Center for Mathematical Science and Advanced Technology, Japan Agency for Marine-
Earth Science and Technology, Yokohama, Japan

Oscillations and synchronization are widely observed in chemical and fluid systems, and
they have been investigated intensively [1]. One such example is the synchronization of
traveling and oscillating thermal convection in a rotating fluid annulus, which has been
studied through laboratory experiments [2]. The thermal convection is known as a model
for atmospheric circulation and possesses both spatial and temporal phases. However, in
experiments where a spatially uniform external force is applied to the outer wall, the system
can be described by a limit-cycle solution characterized solely by the temporal phase.
In the present study, the synchronization of the traveling and oscillating thermal convection
in a rotating fluid annulus is investigated using three-dimensional direct numerical simula-
tions [3]. We examine an amplitude vacillation flow with a dominant azimuthal wave number
of 3. The phase-sensitivity and phase-coupling functions are derived theoretically, reveal-
ing sinusoidal characteristics. Under periodic external forcing, theoretical synchronization
criteria are established, accurately predicting the synchronization region.
We further propose an evaluation method based on the mean and standard deviation of the
system’s oscillation period. Three theoretical optimal waveforms are investigated: entrain-
ment range, entrainment speed, and duty cycle. While optimizing the entrainment range and
entrainment speed results in only limited expansion of the synchronization region, the max-
imum entrainment range is theoretically achieved at an optimal duty cycle of 50%, which is
12% broader than that of 100% duty cycle. Numerical simulations confirm these theoretical
predictions, demonstrating that synchronization is enhanced by optimizing the duty cycle.

1. Y. Kuramoto, Chemical Oscillations, Waves, and Turbulence (Springer, Berlin, 1984).
2. P. L. Read, X. Morice-Atkinson, E. J. Allen, and A. A. Castrejón-Pita, Chaos, 27, 127001
(2017).
3. I. Oshima and Y. Kawamura, Chaos, 35, 043116 (2025).
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Reducing the complexity of phase-field models for cell motility to facilitate data
assimilation
Hidemasa Ishii 1, Robert Großmann 2, Cristina Martinez-Torres 2, Carsten Beta 2,3

1Graduate School of Frontier Sciences, The University of Tokyo, Chiba, Japan
2Institute of Physics and Astronomy, University of Potsdam, Potsdam, Germany
3Nano Life Science Institute (WPI-NanoLSI), Kanazawa University, Kanazawa, Japan

Amoeboid motion is a salient form of cell motility, which is relevant in diverse biological
processes from wound healing to cancer metastasis. To understand its underlying mechanism,
experimental research has been complemented by theoretical modelling studies. Amoeboid
motion involves dynamics of cell shape, position, and intracellular patterns. In the phase-
field approach, an artificial field called ‘phase’ is introduced, enabling us to analyse the
intracellular pattern formation, described by reaction diffusion dynamics, inside a moving
and deformable domain of a cell. A number of phase-field models have been proposed to
reproduce characteristics of amoeboid motion. However, the comparison between the models
and experiments has remained mostly qualitative, because of the complexity of phase-field
models. Accordingly, we aim to reduce their complexity to facilitate data assimilation with
empirical results. A key part of our work is the derivation of the center-of-mass dynamics
from phase-field models. By a straightforward calculation, we obtain a reduced expression
of the form dr⃗/dt = F [c(x⃗, t)], where r⃗ is the cell center of mass, c(x⃗, t) is the intracellular
concentration field, and F [c] is a functional of c. It represents the relation between the
intracellular pattern and motion of the center of mass, while neglecting the cell shape. We
discuss two possible applications of our reduced expression. Firstly, we may substitute
experimental concentration distribution within a cell as c(x⃗, t) to predict the center-of-mass
displacement, whose comparison with the empirical data allows us to quantitatively verify the
original phase-field model, such as those proposed in Refs.[1,2]. Secondly, we may construct
a reaction-diffusion-like system for c that partially incorporates the effect of cell motion
without the phase field. This can be done by introducing effective advection with the spatially
homogeneous velocity −dr⃗/dt, neglecting the space dependence of the velocity field within
a cell. By reducing the complexity of phase-field models, our work would enable parameter
estimation in the context of cell motility, establishing the basis for systematic comparison
between models and experiments.

1. S. Alonso, M. Stange, and C. Beta, PLoS ONE 13, e0201977 (2018).
2. E. Moreno, et al., Physica D: Nonlinear Phenomena 412, 132591 (2020).
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Large-scale chiral pattern formation in a population of migrating cells 
Masayuki Hayakawa1,2, Biplab Bhattacharjee1, Hidekazu Kuwayama3, Tatsuo 

Shibata1 
1Laboratory for Physical Biology, RIKEN Center for Biosystems Dynamics Research, 
Kobe, Japan  
2Department of Mechanical Engineering, Kyoto Institute of Technology, Kyoto, Japan 
3Faculty of Life and Environmental Sciences, University of Tsukuba, Ibaraki, Japan 

Chirality induces various types of collective order in living and active matter systems. 
Such order formations have been studied mainly in closed systems, but the collective 
order that emerges in open systems where the number of elements changes over time 
as in living systems is currently unknown. We have previously reported that a mutant 
strain of Dictyostelium discoideum (KI cell) lacking all chemotactic activities forms 
traveling bands with polar order [1]. This collective behavior is attributable to tail-
following behavior of cells at the contact site, termed contact following locomotion 
(CFL), which gives rise to a non-reciprocal cell-cell interaction. A theoretical model 
that incorporates the non-reciprocal cell–cell interactions successfully reproduce the 
observed behaviors [2]. In this talk, we report that the KI cell exhibits large-scale 
chiral pattern formation under an appropriate environmental condition. Using a simple 
mathematical model, we identify cell chirality and cell supply as essential factors for 
the observed patten formation and its dynamics. 

1. Hayakawa, M., Hiraiwa, T., Wada, Y., Kuwayama, H. & Shibata, T. Polar pattern

formation induced by contact following locomotion in a multicellular system. eLife 9,

e53609 (2020)

2. Bhattacherjee, B., Hayakawa, M. & Shibata, T. Structure formation induced by

non-reciprocal cell–cell interactions in a multicellular system. Soft Matter 20, 2739–

2749 (2024). 
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Nonequilibrium thermodynamics of populations of weakly-coupled low-temperature-
differential Stirling engines with synchronous and asynchronous transitions
Songhao Yin 1, Hiroshi Kori 1, Yuki Izumida 1

1Graduate School of Frontier Sciences, The University of Tokyo, Kashiwa, Japan

This study examines the mechanisms of synchronous and asynchronous transitions in weakly
coupled low-temperature-differential (LTD) Stirling engines, as well as the impact of these
transitions on the power and thermal efficiency of the coupled system within the framework
of nonequilibrium thermodynamics. It can be shown that synchronous (asynchronous) tran-
sitions increase (decrease) the power and thermal efficiency of weakly-coupled LTD Stirling
engines based on quasilinear response relations between formally defined thermodynamic
fluxes and forces. However, since the quasilinear response relations do not preserve the ther-
modynamic irreversibility, the analytical results deviate significantly from the true values
near the synchronous transition point (red dashed lines in Fig. 1). Therefore, instead of
analyzing with quasilinear response relations, we construct a conceptual model where the
thermodynamic irreversibility of the original coupled system is preserved and the power and
thermal efficiency can be analytically obtained. Numerical experiments show that the con-
ceptual model gives more accurate results than those using the quasilinear response relations
(yellow circles in Fig. 1). Bifurcation analysis for synchronous and asynchronous transitions
was also performed for two-engine systems, which shows that the conceptual model roughly
preserves the dynamical characteristics leading up to the synchronous transitions, while some
detailed dynamical structures are lost.

(a) (b)

Figure 1: Dependence relation between the thermal efficiency η and the coupling strength
K of five engines coupled in a chain with a uniform coupling strength K for (a) forward
process and (b) backward process.

1. S. Yin, H. Kori and Y. Izumida, https://arxiv.org/abs/2501.03185v2.
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Collective Phenomena of Active Particles Communicating through Diffusion
Fields
Keita Fujita , Hiroyoshi Nakano , Hiroshi Noguchi
Institute for Solid State Physics, University of Tokyo, Kashiwanoha, Chiba, Japan

The collective behaviors of self-propelled agents, from bacteria to animal groups, are a cen-
tral focus in active matter physics. While established models like the Vicsek and active
Brownian particle models have elucidated the roles of self-propulsion, local alignment, and
disorientation in shaping active matter’s cooperative phenomena, the influence of chemi-
cal signaling (chemotaxis) remains relatively underexplored [1]. In colonies of chemotactic
bacteria, such as Escherichia coli and Salmonella typhimurium, individual agents actively
modify their environments by releasing chemical substances and subsequently adjust their
behaviors in response to emergent chemical gradients. Consequently, these agents engage
in indirect interactions through self-generated chemical landscapes. Unraveling how these
chemically mediated interactions give rise to complex cooperative phenomena and how these
phenomena manifest in living systems represents a crucial frontier.
Motivated by this, we developed a simplified model of self-propelled particles interacting
through a diffusive chemical field. Our model consists of self-propelled particles and a chem-
ical substance, represented as a continuum field u(r, t). The chemical field evolves according
to a diffusion equation, while the particles’ motion is governed by Newton’s equations with
two primary forces: a constant self-propulsion force v0 and a chemotactic force that drives
them towards regions of lower chemical concentration.
Analyzing this model, we observe three distinct phases dependent on self-propulsion magni-
tude and particle density, as depicted in Figure 1. Figure 1(a) presents a disordered phase,
characterized by the absence of any long-range order. Figure 1(b) shows a hexagonally
ordered phase, characterized by particles forming a crystalline-like arrangement. Finally,
Fig. 1(c) presents a traveling square pattern phase, where both particles and the chemical
field form a coherently moving square lattice. In our presentation, we will discuss the prop-
erties of these distinct phases and their potential relevance to living systems.

第 3章
結果
3.1 得られた相と振る舞い
前章で述べたような粒子の駆動速度 v0 と粒子数 N を変えたシミュレーションを通して，図 3.1に示す 3つ
の相が現れることが確認できた。以降，出てくるスナップショットにおいて，粒子は黒色，化学物質は背景の
色であり，赤色が低濃度，青色が高濃度を表している。つまり，黒色の粒子が青色の化学物質を放出し，赤色
の方向を好む設定である。

(a) (b) (c)

図 3.1 粒子の駆動速度 v0と数密度 ρを変えると，(a)Hexagonal crystal相，(b)Disorder相，(c)Traveling

square pattern の三相が得られた。

本研究のモデルでは，粒子自らが化学物質を放出し，濃度勾配の低い方向へ動くという設定なので，黒色の
粒子は赤い方向へ運動する。その結果，基本的には図 3.1 の (b) のように粒子も濃度場も乱雑な様子を見せ
る。これを’Disorder’ 相と呼ぶ。興味深い現象としては，図 3.1の (a) に示すような粒子の速度 v0 が遅いと
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図 3.5 Disorder 相の動径分布関数（RDF）を粒子からの距離を横軸として表している。粒子が結晶を
作っていないことがわかる。ρ = 0.016，v0 = 1.0。
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図 3.6 Disorder 相のカイモグラフ。濃度場にも周期性が見られないことがわかる。ρ = 0.016，v0 = 1.0。

3.1.2 Hexagonal crystal相
粒子の駆動速度が十分に小さい場合，粒子自身が結晶を作る Hexagonal crystal が見られる。図 3.7はこの

相の振る舞いの様子であり，粒子が等間隔に並び六方格子を形成すると，その場で揺らぎ続けるのが特徴で
ある。
図 3.8の RMSDを見ると振る舞いは明らかである。RMSDは十分時間が経ってから観測しているが，これ

21

Figure 1: Typical snapshot of three phases appearing in our model. (a) disordered phase. (b)
hexagonally ordered phase. (c) traveling square pattern phase. In all figures, black points
represent self-propelled particles, and the background color indicates the magnitude of the
diffusion field.

1. A. Ziepke, I. Maryshev, I. S. Aranson, and E. Frey, Nat. Commun. 13, 6727 (2022).
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Partitioning of embryonic domains via growing networks of coupled oscillators
Matthew Smart 1, Hayden Nunley 1, Ayumi Ozawa 2, Thomas de Jong 3

1Center for Computational Biology, Flatiron Institute, New York, NY, USA
2Japan Agency for Marine-Earth Science and Technology, Yokohama, Japan
3Kanazawa University, Kanazawa, Japan

The robust self-organization of complex multicellular structures from a fertilized egg is a
central puzzle in developmental biology. Despite the significance of this process, even the
earliest steps—which involve choreographed sequences of cellular division events—remain
poorly understood. Towards addressing this gap, here we propose a novel class of growing
networks of oscillators, where each oscillator (cell) splits into two after completing a full cy-
cle. Our approach conceptualizes early embryogenesis as an iterative domain tiling process,
wherein successive cleavage divisions partition the embryonic volume into distinct cellular
lineages. We analyze the statistical properties of these lineage tilings and identify key model
parameters that govern the developmental trajectory. We further compare the resultant ar-
rangement of the oscillators with experimental observations in model organisms and discuss
experimental implications, aiming to outline promising avenues for future interdisciplinary
research and the design principles of self-replicating systems.
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A Mathematical Study about the Sustaining Phenomenon of Overtone in Fla-
geolet Harmonics on Bowed String Instruments
Shodai Tanaka 1, Hiroshi Kori 2, Ayumi Ozawa 3

1Stanford University, Stanford, United States
2Department of Complexity Science and Engineering, The University of Tokyo Kashiwa
Campus, Kashiwa, Japan
3Center for Mathematical Science and Advanced Technology, Japan Agency for Marine-
Earth Science and Technology, Yokohama, Japan

Flageolet harmonics is a playing technique, in which a player lightly touches a nodal point
on a string with their finger. Previous studies have reported that the harmonic sound sus-
tains for a short time when the finger is removed from the string after flageolet harmonics
is performed on bowed string instruments. However, little has been investigated about the
mechanism of this harmonics-sustaining phenomenon and the parameter dependence of its
sustaining time. We devise a mathematical model by incorporating the effects of bowing
and touching into a one-dimensional wave equation. The developed model reproduces the
harmonics-sustaining phenomenon, and the parameter dependence of the sustaining time is
qualitatively consistent with empirical observations. We find a saddle solution near a stable
solution when the finger is lightly touched, and the first Fourier mode grows exponentially
after the finger is removed, depending on the distance from the saddle solution. In addition,
we find that the parameter dependence on the sustaining time follows the power law. In the
future, the investigation of the harmonics-sustaining phenomenon involving higher harmon-
ics which is expective to have heteroclinic connections between the saddles corresponding to
different types of overtone will take place.

1. Shodai Tanaka, Hiroshi Kori, Ayumi Ozawa, Proc. Mtgs. Acoust, 52(1), 035006 (2023).
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Evolutionary dynamics of synthetic minimal cells 

Ken Takagi, Minoru Kurisu, Toshihiro Kawakatsu, Masayuki Imai 

Department of Physics, Tohoku University, Sendai, Japan 

Living systems are self-sustaining entities that continuously proliferate by 

taking up nutrients from their environments and converting them into membrane 

molecules via complex metabolic pathways, thereby promoting membrane growth and 

division. Understanding how such self-reproducing systems emerged and evolved is a 

crucial step toward unraveling the origin of life. However, since contemporary living 

systems consist of highly complex enzymatic networks, it is difficult to model them 

directly and discuss their evolutionary strategies. To address these questions, we 

developed an experimental approach by constructing a simplified model system 

(synthetic minimal cell) that captures the essential features of living systems. Based on 

this system, we investigate the stability of evolving living systems. Our minimal cell 

synthesizes catalytic molecules on the vesicle membrane using nutrients from the 

environment. These catalysts incorporate membrane molecules from the external 

solution, enabling vesicle growth and division, i.e., sustainable proliferation [1,2]. The 

catalysts are polymers localized on the vesicle membranes, and their activities depend 

on the monomer sequence in the polymers. A key feature of this system is the strong 

mutual selectivity between the membranes and polymeric catalysts, the pair of which is 

defined as a species in synthetic minimal cells. We constructed a model evolutionary 

scenario in which two minimal cell species compete for resources. Minimal Cell 1 

consists of membrane molecule a and catalyst αα (dimer of monomer α); Minimal Cell 

2 consists of membrane molecule b and catalyst ββ. Initially, Vesicle A and B, 

composed of membrane molecules a and b, respectively, are prepared, and monomers α 

and β, along with the membrane molecules, are supplied. Due to molecular selectivity, 

Vesicle A synthesizes αα on the vesicle surface and proliferates at a membrane growth 

rate λ₁, while Vesicle B synthesizes ββ and grows at a rate λ₂. Occasionally, catalysts 

containing the "wrong" monomer (e.g., αβ in Vesicle A) are produced, resulting in 

mutant vesicles that incorporate the other membrane molecules and exhibit altered 

growth rates. We analyzed the fitness of the overall system —defined as the weighted 

average of growth rates and population fractions—as a function of selectivity (mutation 

rate) [3]. Our results reveal a trade-off between proliferation and species diversity. This 

may highlight a universal constraint on evolutionary strategies and offer a physical 

perspective on the origin and evolution of life. 



Alteration of Phase-Separated Field Patterns and Dynamics by Field-Coupled
Vicsek Particles
Yusuke Takagi 1, Takashi Uneyama 2, Eiji Yamamoto 1
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Phase separation is a phenomenon that occurs in multi-component mixtures, where the
components separate heterogeneously. For example, mixtures of saturated and unsaturated
lipids generally cause phase separation into liquid-ordered and liquid-disordered domains.
Under such heterogeneous conditions, the behavior of agents is influenced by differences
in the physical properties of the phases [1]. Furthermore, the phase-separation patterns
and dynamics of the field are expected to be influenced by the agents. Previous studies
have indicated that, in the presence of passive particle-like agents, the interaction with a
particular phase causes the agents to localize within domains, leading to the formation of
phase-separation patterns that support them and slow down the progress of phase separation
in the late stages [2]. The modification of such phase-separation patterns and dynamics by
the introduction of agents is important in the structural design and production processes
of materials engineering. However, the effect of active agents on the phase-separated field
remains poorly understood, and investigating new phase-separation patterns and dynamics
could yield valuable insights into materials design methodology.
In this study, we conducted meso-scale simulations for the dynamic behavior of a phase-
separated field that contains field-coupled particles by combining the phase-field method
with Langevin dynamics simulations [1]. Moreover, we modified the Langevin dynamics
simulations to incorporate self-propulsion and alignment interactions, thereby modeling Vic-
sek particles as active agents [3]. This approach allows us to investigate the effect of the
behavior of Vicsek particles on the phase-separation patterns and dynamics of the field.
We find that introducing field-coupled Vicsek particles into the binary phase-separated field
leads to the formation of droplet-like phases, even when the field has a composition that typi-
cally favors the formation of continuous phases. Furthermore, we analyzed the characteristic
length of phase-separation patterns to investigate the dynamics of phase separation. The
introduction of Vicsek particles alters the scaling law of characteristic length with respect to
time, which is originally predicted by diffusion-limited systems, such as the Lishitz-Slyozov-
Wagner theory. Overall, our simulations provide pioneering insight into the effect of the
presence of active particles on the phase-separated fields.

Figure 1: Snapshot of Simulations (Left: Passive particles, Right: Vicsek particles).

1. K. Sakamoto, et al., PNAS Nexus 2, pgad258 (2023).
2. V. V. Ginzburg, et al., Phys. Rev. Lett., 82, 4026 (1999).
3. T. Vicsek, et al., Phys. Rev. Lett., 75, 1226 (1995).
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Pattern Changes of Metal Dendrites by Addition of Surfactants: Analysis on
Fractal Dimension and Characteristics of Branching
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Branching patterns are widely observed in nature, from nervous systems to dendritic drainage
patterns. These patterns have universal structures exhibiting self-similarity over wide scales.
When a voltage is applied to an electrolyte solution, metal dendrite patterns grow from a
cathode to an anode at the air-liquid interface, and the resulting dendrite size is at the order
of 10 mm. Many studies have investigated macroscopic metal dendrite patterns. For exam-
ple, they mainly characterized the patterns by the fractal dimension depending on various
parameters[1,2]. In metal electrodeposition, including metal dendrites, the introduction of
specific additives leads to interface smoothing on the scale of approximately 10−2 mm to
10−1 mm. For example, surfactants, quaternary ammonium salts, and polymers are known
to lead to these effects. In this study, we investigated how interface smoothing at a 10−1 mm
scale affects branching patterns on a much larger scale of roughly 10 mm (about 102 to 103

times larger). We made an experiment with zinc dendrites as a model system to investigate
the effects of growth-surface smoothing on large-scale dendrite patterns. Because the surfac-
tants of the Pluronic family were reported to smooth the electrodeposition growth-interface,
we added Pluronic F-127 to the zinc electrolyte solution. We examined not only the frac-
tal dimension, which has been traditionally studied, but also quantities that characterize
the shape of the pattern, such as the distribution of branch lengths and branching angles.
Figure 1 shows the results of experiments. The results show that the addition of Pluronic
F-127 made dendrite patterns sparse and produced the patterns with low fractal dimensions.
Increasing the surfactant concentration enhanced the appearance of long branches, while the
branching angles were not much affected.

(a) (b) (c)

Fig. 1: Experimental results of electrodeposition. (a)Without surfactant. (b) With 0.03
vol% Pluronic F-127. (c) With 0.05 vol% Pluronic F-127.

1. M. Matsushita, M. Sano, et al., Phys. Rev. Lett., 53, 286 (1984).
2. F. Suda, S. Kawauchi, and M. Ito, Jpn. J. Appl. Phys., 42, 6726 (2003).
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Reduction Methods for Spatiotemporal Pattern Formations in Non-Reciprocal
Coupled Swift-Hohenberg Equations
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The concept of non-reciprocity has recently attracted attention in non-equilibrium physics,
including pattern formation and active matter physics, since non-reciprocity leads to novel
non-equilibrium phenomena [1]. Non-reciprocity is characterized by asymmetric interactions
that do not satisfy the law of action and reaction. It also induces non-reciprocal phase tran-
sitions to time-dependent phases that break space and time inversion symmetries. In recent
years, the concept of non-reciprocity has been extended to gradient systems [2, 3], which
are described by a free energy functional, and the bifurcation structure of non-reciprocal
phase transitions has been studied [4]. The introduction of non-reciprocity into gradient
systems leads to the emergence of spatiotemporal oscillatory patterns that do not appear
in the reciprocal case. Several characteristic spatiotemporal patterns have been reported in
the one-dimensional coupled Swift-Hohenberg equations with reciprocal and non-reciprocal
linear interactions [1, 5].
This study elucidated the bifurcation structure of characteristic spatiotemporal patterns in
the one-dimensional non-reciprocal Swift-Hohenberg (NRSH) model using numerical calcula-
tions and theoretical analyses based on amplitude equations [6]. The one-dimensional NRSH
model is given by

∂tϕ =
[
ε− (1 + ∂2x)

2
]
ϕ− ϕ3 − (χ+ α)ψ,

∂tψ =
[
ε− (1 + ∂2x)

2
]
ψ − ψ3 − (χ− α)ϕ,

where ε is the destabilization parameter, and χ and α are the reciprocity and non-reciprocity,
respectively. Since the Swift-Hohenberg equation has a characteristic wave number of desta-
bilization, this model’s spatial Fourier modes contributing to the spatiotemporal dynamics
are minimal. We derived amplitude equations for the characteristic wave number modes.
We showed that the bifurcation analysis of the reduced dynamical system can understand
the bifurcation structure of the characteristic spatiotemporal patterns in the NRSH model.
The presentation will explain the detailed bifurcation structure, including global bifurca-
tions, of the amplitude equation system derived from the one-dimensional non-reciprocal
Swift-Hohenberg model.

1. M. Fruchart, R. Hanai, P. B. Littlewood, V. Vitelli, Nature 592, 363–369 (2021).
2. S. Saha, J. Agudo-Canalejo, R. Golestanian, Phys. Rev. X 10, 041009 (2020).
3. T. Frohoff-Hülsmann, M. P. Holl, E. Knobloch, S. V. Gurevich, U. Thiele, Phys. Rev. E
107, 064210 (2023).
4. T. Frohoff-Hülsmann, U. Thiele, Phys. Rev. Lett. 131, 107201 (2023).
5. D. Schüler, S. Alonso, A. Torcini, M. Bär, Chaos 24, 043142 (2014).
6. Y. Tateyama, H. Ito, S. Komura, H. Kitahata, Phys. Rev. E 110, 054209 (2024).
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Fig.1 Cell speed at different substrate stiffness. 
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Substrate Stiffness Modulates Cell Migration Speed 

Sohei Nakamura, Mitsusuke Tarama 

Department of Physics, Faculty of Science, Kyushu University 

Durotaxis is a phenomenon where cells modify their migration behavior in response to 
substrate stiffness [1]. This behavior has been observed in many experiments including 
those using epithelial and cancer cells and plays a crucial role in cancer metastasis and 
wound healing. In this presentation, we investigate how cells crawling on a substrate 
respond to the stiffness of the substrate underneath using a mechanochemical model that 
combines intracellular biochemical reactions and cell mechanics [2]. We found that cell 
migration behavior changes nonmonotonically depending on the substrate stiffness 
(Fig.1), and we compare it with experimental observations. 



Network Pathways influence the accuracy of circadian rhythms. 

Ismail M Nur1, Hotaka Kaji1, Hiroshi Ito1  
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Abstract

Circadian rhythms are essential systems that control sleep and wakefulness in various 
organisms, including plants, animals, and bacteria. In humans, these clocks are mainly 
controlled by a part of the brain called the suprachiasmatic nucleus (SCN), which adjusts 
our daily activities to match daylight. This adjustment is vital for keeping our bodies 
balanced and managing important functions like sleep, hormone release, and metabolism 
[1]. Similarly, in fruit flies, a network of genes, including 'period' (per) and 'timeless' (tim), 
creates a loop that controls the timing of protein production every 24 hours [2]. This setup 
helps us understand how circadian rhythms work not only in flies but also in other 
organisms. 

However, circadian rhythms can be fluctuated by noises such as light changes, 
temperature shifts, and different daily routines. A recent study highlighted that 
fluctuations can be reduced to a certain value of the degradation rate in a simple network 
simulation from clock to output [3]. 

This research looks at how certain pathways in circadian rhythms with more complex 
networks can make these rhythms more precise. Using ideas from network theory, which 
studies how paths in networks affect their performance, we explored this using a simple 
model with four components representing 1 clock and 3 outputs. We ran a lot of 
simulations to find out which configurations keep the clock most stable. Our results show 
that a specific pathway that connects the clock and its output can maximally reduce noise 
and make circadian rhythms more precise. 

1. Welsh DK, Takahashi JS, Kay SA. Suprachiasmatic nucleus: cell autonomy and

network properties. Annu Rev Physiol. 2010.
2. Hardin PE. Molecular genetic analysis of circadian timekeeping in Drosophila. Adv

Genet. 2011.
3. Kaji H, Mori F, Ito H. Enhanced precision of circadian rhythm by output system.

Journal of Theoretical Biology. 2023.
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Inferring coupling strength and frequency distribution in coupled Stuart-Landau
oscillators using linear response
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This study investigates inference of the coupling strength and the frequency distribution in
a coupled Stuart-Landau oscillator system, which is a paradigmatic model of coupled limit-
cycle oscillators. We analyze the system using phase-amplitude equation, which yields both
phase and amplitude equations under external forces. The amplitude equation focuses on
describing deviations from the limit cycle, which are utilized to infer the coupling strength
from microscopic observation of time series of selected oscillators. Meanwhile, the phase
equation is essential for applying a linear response theory [1,2] to infer the frequency dis-
tribution from system’s macroscopic responses. In the proposed method, it is sufficient to
observe only one variable among the two variables consisting of a Stuart-Landau oscillator.
Through numerical simulations, we demonstrate effectiveness of this approach in inferring
the key parameters. Our method offers a robust framework for inferring coupled limit-cycle
oscillator systems.

1. Y. Terada and Y. Y. Yamaguchi, Linear response theory for coupled phase oscillators
with general coupling functions, J. Phys. A 53, 044001 (2020).
2. Y. Y. Yamaguchi and Y. Terada, Reconstruction of phase dynamics from macroscopic
observations based on linear and nonlinear response theories, Phys. Rev. E 109, 024217
(2024).
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In crowded colloidal systems, normal diffusion of colloids is observed on time scales shorter
than the mean free time of collision. Sub-diffusive behavior is observed on longer time scales
due to the cage effect, i.e., the mean square displacement (MSD) is not proportional to the
time interval, but to tα (0 < α < 1). On even longer time scales, diffusion becomes normal
again because the colloids can escape from cages. Inside cells, diffusion is an important mass
transport process, and congestion cannot be ignored. Biochemical reactions can also affect
diffusion, but their effects are not obvious.
To clarify the effects of crowding and chemical reactions on the diffusion, Brownian motion
in the enzyme-catalyzed reaction of urease and urea was studied [1]. The enzyme was intro-
duced in the aqueous phase or on the surface of the particles. Experimental results showed
that Both of the MSD and the index α becomes greater, which indicates that diffusion was
enhanced by enzyme catalysis. To discuss the detailed mechanism of diffusion enhancement,
we modeled the system by two-dimensional Langevin dynamics. Enzymes are modeled as
dimers, and conformational changes during enzyme-catalyzed reactions are assumed to be
approximately reproduced by dimer length oscillations. We also assumed that the Brown-
ian particles and enzymes have exclusive volumes, and they interact with each other. We
numerically calculated the multi-body system of the Brownian particles and enzymes, and
compared with the experimental results.

1. A. Maiti, Y. Koyano, H. Kitahata, K. K. Dey, Phys. Rev. E, 109, 054607 (2024).
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Seeking for Topological Edge States of Bacterial Active Matter in Asymmetric
Channel Networks
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While active matter and biological systems are intrinsically nonequilibrium and fluctuating,
the existence of topologically protected transport phenomena has been proposed theoretically
using the methodology inspired by wavenumber topology in solid state physics. Recently,
edge flow, i.e., unidirectional flow along the system boundary, was experimentally realized in
systems composed of active particles with self-spinning or chiral motion. However, to design
topological phenomena in active matter systems, it is desired to figure out a way to con-
trol the topological phenomena without changing the properties of active particles. To this
end, here we aim to realize topological phenomena in dense bacterial suspension, by using
microfabricated geometrical structures with nontrivial wavenumber topology. The microfab-
ricated structures consist of wells connected by channels with an asymmetric shape, which
induces unidirectional flow therein (Figure 1). In the case of asymmetric kagome networks,
we find edge localization of bacterial density, which results from the characteristic collective
motion of bacteria. We investigate how the bacterial flow may generate edge localization by
combining the experimentally obtained velocity field and simulated particle transport. We
also discuss what properties of geometrical structures are essential to designing the topo-
logical phenomena in bacterial collective motion by tuning the geometry of microfabricated
structures. We expect our experimental results may pave the way for establishing a control
and design principle of topological transport phenomena in such active matter systems.

Figure 1: Confocal image of dyed bacterial suspension confined in an asymmetric kagome
network (left). The kagome network is composed of wells connected by asymmetric-shaped
channels showed in the right panel.
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Asymmetric motility of micrometer-scaled soft matter under symmetric oscilla-
tory shear
Tsubasa Yoneda 1, Takuya Ohmura 2, Yukinori Nishigami 2, Hiroshi Orihara 2, Toshiyuki
Nakagaki 2
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The behavior of soft matter systems, such as deformation and motion, is potentially rele-
vant to cellular motility and subcellular material dynamics. We report on the non-trivial,
unidirectional motion of micrometer-sized soft matter systems subjected to oscillatory shear.
In experiments, we prepared a range of microscopic soft matter samples, including cell frag-
ments, polystyrene beads dispersed in a viscous solution, and oil-in-water droplets. These
were confined between two parallel glass plates and subjected to symmetric oscillatory shear
at 100 Hz using a rheometer. The resulting motion of the samples was observed and recorded
with a microscope attached beneath the glass plate (Figure 1a).
Analysis of the recorded videos revealed that fragments within these samples showed a con-
sistent, unidirectional motion, occurring over spatiotemporal scales exceeding those of the
applied oscillations (Figure 1b). The observed motion demonstrates the capacity of these soft
matter systems to transform reciprocal mechanical input into directed translational motion.
Focusing on the shapes of moving objects, we found that both beads and oil droplets formed
clusters during motion, whereas a single bead or droplet does not exhibit such motion. For
oil droplets, we investigated the sizes and relative positions of the droplets constituting the
clusters and found that shape anisotropy in a cluster determines the direction of motion.
Furthermore, by observing the flow field around oil droplets under shear and employing
numerical simulations, we confirmed that these flows spontaneously induce droplet cluster-
ing. These findings raise key questions for future research: how cluster formation drives
this non-trivial motion, and how it can account for the dynamics observed in beads and cell
fragments.

Figure 1: (a) Schematic image of experimental setup. Confined material (yellow) was sub-
jected to oscillatory shear using a rheometer. (b) Time series of microscopic image of moving
materials.
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We introduce a stochastic sampling approach to identify stability boundaries, or the edge of
chaos, in general nonlinear dynamical systems with ordered and/or disordered pattern forma-
tion. The global landscape of the Lyapunov exponent in multi-dimensional parameter space
is crucial for understanding transitions between stable and unstable trajectories/states in
the dynamical system, whereas its analytical derivation is generally limited. To address this,
we propose a computational methodology[1] that directly couples the numerical integration
of nonlinear differential/difference equations with the Markov chain Monte Carlo (MCMC)
algorithm, specifically leveraging an irreversible Replica Exchange MCMC (RXMC)[2]. The
effectiveness of the present method is demonstrated by analyzing a chaotic neuron model[3]
and the neural networks, revealing the Lyapunov stability landscape in the multi-dimensional
parameter space as shown in Fig. 1. It is also shown that a posteriori modeling for the param-
eter subspace along the edge of chaos on the landscape can construct an inherent constrained
dynamical system to activate or de-activate the chaotic trajectories or more generally the
self-organization. The proposed methodology is effective for the various landscapes in a wider
range of complex dynamical systems, such as magnetic fields, turbulence, and Kuramoto os-
cillators, even with non-differentiable or discontinuous functionals for the landscape.

Figure 1: Lyapunov stability landscape in the 3-d parameter space for chaotic neuron model

1. M. Nakata and M. Imaizumi, under review (arXiv:2503.06393).
2. Y. Sakai and K. Hukushima, J. Phys. Soc. Jpn., 85, 104002 (2016).
3. K. Aihara, T. Takabe and M. Toyoda, Phys. Lett. A., 144, 333 (1990).
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Spontaneous rhythmic phenomena observed in nature are often modeled as limit-cycle oscillators,
such as the Brusselator for the Belousov–Zhabotinsky reaction and the FitzHugh–Nagumo model
for neuronal dynamics. These models may be reduced to a phase model that describes the evolution
of the system solely in terms of 1-dimensional phase dynamics under appropriate conditions.
In this study, we investigate invariants (constants of motion) of a class of phase models described
by the following general equation [1]:

dθj
dt

= f(t) + g(t) cos(θj) + h(t) sin(θj), j = 1, 2, . . . , N. (1)

This formulation encompasses several well-known models, including the Theta model for neuronal
dynamics and the Kuramoto model for synchronization phenomena.
It is known that Eq. (1) can be transformed into a Riccati equation, from which N −3 functionally
independent invariants can be constructed [1,2]. An example of such an invariant is given by:

sin
(
θi−θj

2

)
sin

(
θk−θl

2

)
sin

(
θj−θk

2

)
sin

(
θl−θi

2

) . (2)

In this research, we consider these invariants from the viewpoint of Koopman operator theory [3].
Rather than analyzing the evolution of state variables xt directly, Koopman analysis focuses on
the time evolution of observation functions ϕ, which evolve linearly under the Koopman operator
K∆t given as:

K∆tϕ(xt) = ϕ(xt+∆t).

For continuous-time dynamical systems governed by

dx

dt
= F (x),

the infinitesimal Koopman operator is defined as

Kϕ(x) =
dϕ

dt
= F (x) · ∇ϕ.

Eigenfunctions of the Koopman operator reflect characteristic properties of the dynamics. In par-
ticular, eigenfunctions of K corresponding to the eigenvalue 0 represent invariant quantities. Thus,
the invariant in Eq. (2) is interpreted as an eigenfunction of K associated with the phase model in
Eq. (1).
We explore such invariants through the property of the Koopman operator that does not use the
Riccati equation [4].

[1] S. Watanabe and S. H. Strogatz, Phys. Rev. Lett. 70, 2391 (1993); S. Watanabe and S. H.
Strogatz, Physica D 74, 3–4, 187 (1994).
[2] S. A. Marvel, R. E. Mirollo, S. H. Strogatz, Chaos 19, 4, 043104 (2009).
[3] I. Mezić, Nonlinear Dyn. 41, 309–325 (2005).
[4] In preparation.
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Selective decision-making and collective motion induced by the visual attention 
of fish
Susumu Ito, Nariya Uchida
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Various approaches have been taken to model the fish school, but the fundamental question 
(i.e. how to read the positional and the temporal information of a neighbor and reflect it in 
own movement) is not yet fully answered. In this study, we focus on visual interaction. 
We construct the equations of motion which takes into account the motion of visual attention 
induced by the visual stimuli from the images of the neighbors on the retina [1]. A signal is 
generated in each bin corresponding to a ganglion cell of the visual field, and the signals are 
superimposed to a synthesized signal. Next, the agent reads the position and velocity of the 
neighbor on the visual attention and reflects it in own movement.
In this model, the various collective patterns (e.g. the vortex pattern and the polarized 
school) are spontaneously emerge. Even when multiple neighbors are visible, an agent tends 
to track one of the neighbors rather than the average position of all agents. This result 
reproduces the selective decision-making in the experiment. Thus, for the first time, we have 
constructed a visual model that can simultaneously show the spontaneous appearance of 
collective patterns with several hundred agents and the experimental coincidence of selective 
decision-making.

1. S. Ito and N. Uchida, PNAS Nexus 3, page264 (2024).
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Bacterial multicellular communities, biofilms, are estimated to be the most abundant 

biomaterial on Earth. While biofilms cause disadvantages in our lives such as 

clogging industrial pipes, forming dental plaque and contributing to human infections, 

biofilms also have been studied as living materials in bioengineering and material 

science. The cells within biofilms are physically combined with extracellular matrix, 

which gives them high resistance to chemical agents like antibiotics and makes them 

mechanically difficult to remove. Recent studies have revealed that cell physiological 

properties, including production of extracellular matrix, are spatially localized within 

biofilms, and this heterogeneity is observed even in early-stage biofilms. Accordingly, 

the mechanical properties also could exhibit localized spatial distribution, which 

potentially induces biofilm mechanical resistance against external force. However, 

there have been lacking techniques to measure the spatial distribution of the 

mechanical properties in living biofilms. 

To investigate mechanical response of biofilms against external force, by 

combining microfluidic regulation, live-cell imaging, and machine learning-based 

image analysis [1], we observed 3D biofilm deformation under a shear flow. Tracking 

thousands of cells in the biofilms quantified cell displacements and orientation 

changes under the deformation, which showed the spatial distributions of the elastic 

and plastic responses inside the biofilms. By fitting the measured displacements with 

multi-spring models, we clarified that the elastic property gradually decreased from 

the inside to the outside of the biofilm, which correlated to the spatial distribution of 

the polysaccharides within the biofilm matrix. Our microrheological approach 

provides a general framework for studying mechanical properties with high spatial 

resolution in living materials [2]. 

1. E. Jelli, T. Ohmura, N. Netter, M. Abt, E. Jiménez-Siebert, K. Neuhaus, D.K.H.

Rode, C.D. Nadell and K. Drescher, Mol. Microbiol. 119, 659 (2023). 

2. T. Ohmura, D.J. Skinner, K. Neuhaus, G.P.T.  Choi, J. Dunkel and K. Drescher, Adv.

Mater. 36, 2314059 (2024). 
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Chemical reaction networks (CRNs) are a class of dynamical systems widely used to model
and analyze a broad range of biochemical processes. Slow relaxation in CRNs is important
to better understand living cells under limited resources, and its mechanisms and character-
istics have been studied. However, it remains unclear how the relaxation rates of CRNs can
be quantitatively characterized by stoichiometric and thermodynamic features, as previous
studies have been limited to qualitative or simulation-based approaches. In this work, we
explicitly calculate the general bounds of the KL divergence in mass-action CRN dynamics
for the two dissipative formulations. We exploit the convex structure of equilibrium CRNs
and use convergence analysis methods in convex optimization algorithms to quantify the
relaxation process. The bounds are determined by the stoichiometric singular values, the
convexity indicators, and the activities of the reactions. We numerically validate the di-
vergence bounds on specific CRNs exhibiting slow relaxation, and identify the minimal and
sufficient pairs of quantities for plateau formulation.

·xt = − α∇U(xt) ·xt = − 𝕊[ω(xt) ∘ 𝕊⊤ ∇U(xt)]
·U(xt) −α∥∇U(xt)∥2 −∥𝕊⊤ ∇U(xt)∥2

ω(xt)

Gradient Flow CRN Dynamics

Model for Convex Optimization Biochemical System

Interest Fast Convergence Slow Relaxation

ODE

Control with Learning Rate Enzyme, Activity α ω(xt)

Figure 1: Comparison between gradient flows and CRN dynamics.
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Figure 2: Convex Structures of gradient flows and CRN dynamics.
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The Kuramoto model is a well-known mathematical framework for describing synchroniza-
tion phenomena in populations of nonlinear oscillators. In this study, we discretized the
Kuramoto model and implemented it as a state-space model to analyze synchronization
through the estimation of coupling strength. Specifically, we applied the ensemble Kalman
filter [1] and a particle filter [2] that accounts for oscillator periodicity to estimate the cou-
pling strength, and compared their estimation accuracy. We also quantitatively evaluated
the impact of observation intervals on estimation performance. Furthermore, we conducted
synchronization experiments using metronomes and estimated the coupling strength from the
observed data. By comparing the results with simulations, we confirmed that the estimated
coupling strength successfully captured the global dynamics of metronome synchronization.

1. G. Evensen, The ensemble Kalman filter: Theoretical formulation and practical imple-
mentation, Ocean Dynamics, 53, 343–367 (2003).
2. G. Kitagawa, A Monte Carlo filtering and smoothing method for non-Gaussian nonlinear
state space models, in Proceedings of the 2nd US-Japan Joint Seminar on Statistical Time
Series Analysis, Vol. 110, 1993.
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The behavior of periodic oscillator networks has gained attention due to their 
appearance in many applications across biology, chemistry, and applied mechanics. 
These systems present a rich family of possible responses including phase 
synchronization, which is a commonly-observed characteristic of systems. Many 
insights have been gained for the case of deterministic forcing (and system 
parameters), however, the inevitability of noise in real-world systems has also 
motivated the study of stochastic forcing scenarios. Often, the question of interest is 
the robustness of underlying deterministic response types to increasing noise levels. 
However, the special case of common noise has been demonstrated to promote 
synchronization, i.e. it can have a constructive rather than destructive influence1.  

This work focuses on the interaction between coupling, which has also long been 
known to induce synchronization, and common noise. The case study is a ring of 
phase oscillators. Studies especially relevant to the work herein are the common 
noise-induced synchronization of: uncoupled limit-cycle oscillators1; globally-coupled 
nonidentical oscillators2; and a coupled two-oscillator system3. These studies 
reinforced that common noise promotes synchronization, however, the latter study 
indicated that the interaction between coupling and common noise is more. This work 
extends that, using numerical methods, to a larger ring system. The characterization 
method used to determine the effect on synchronization is the synchronization time 
vs. the coupling strength and noise level.  

1. J. Teramae and D. Tanaka, Phys. Rev. Letters, 93, 204103 (2004).

2. K. H. Nagai and H. Kori, Phys. Rev. E, 81, 065202 (2010).

3. D. García-Álvarez et al, EPL 88 30005 (2009)
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We present a non-equilibrium multi-component system composed of motile amoeboid cells
and passive beads [1,2]. The dynamics of particles is driven athermally by the motility of
cells, which form an underlying active carpet. In this system, the dynamics of individual
beads is characterized by spatio-temporally heterogeneous diffusion with non-Gaussian dis-
placement distributions due to the non-uniform activity of cells [3]. In this contribution, we
are particularly focusing on the collective dynamics of densely packed particle ensembles, a
regime in which steric hindrance dominates the dynamics. We characterise the structural
properties of the system based on experimentally recorded trajectories of beads with single-
particle resolution. Spatio-temporal correlations, emergent local structural motifs, and their
temporal dynamics are investigated. Thereby, we contribute to understanding the athermal,
activity-mediated mechanics of passive beads driven far from thermodynamic equilibrium.
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